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        Introduction

        People have always communicated with each other – initially by face-to-face communication through gestures and sounds, then
          over a distance through written messages and signals in the form of fires, lights or flags. Technology, for instance in the
          form of electrical signals, has reduced many of the limitations of distance. Communication networks have become very important,
          and modern society depends on them for the smooth operation of economic and social activities. In this unit we regard a communication
          network as the means of interconnecting devices so that two-way communication is possible, and we shall focus on networks
          that interconnect telephones or computers. However, you should bear in mind other forms of network such as television and
          radio networks, which are primarily one-way, broadcast networks. In the future the separation between types of network may
          be less clear.
        

        This OpenLearn course provides a sample of postgraduate study in Computing & IT

      

    

  
    
      
        Learning outcomes

        After studying this course, you should be able to:

        
          	evaluate technical descriptions of communication protocols and demonstrate an understanding of their operation

        

        
          	describe the characteristics of circuit-switched and packet-switched networks, and of connectionless and connection-oriented
            modes in packet-switched networks
          

        

        
          	describe the role played by primitives in the OSI reference model

        

        
          	explain how ‘vertical’ and ‘horizontal’ communication takes place in the OSI reference model

        

        
          	describe the main functions of the principal protocols in the TCP/IP architecture.

        

      

    

  
    
      
        1 Overview

        
          1.1 Abbreviations used within this unit

          While reading this subject you may come across the following abbreviations.

           					AAL – ATM adaptation layer
          

           					API – application program interface
          

           					ARP – address resolution protocol
          

           					ATM – asynchronous transfer mode
          

           					B-ISDN – broadband ISDN
          

           					CLP – cell loss priority
          

           					DNS – domain name system
          

           					FTP – file transfer protocol
          

           					HTTP – hypertext transfer protocol
          

           					IANA – Internet Assigned Numbers Authority
          

           					ICT – information and communication technology
          

           					IEEE – Institute of Electrical and Electronics Engineers
          

           					IETF – Internet Engineering Task Force
          

           					IP – internet protocol
          

           					IPv4 – internet protocol version 4
          

           					ISDN – integrated services digital network
          

           					ISO – International Organization for Standardization
          

           					ISP – Internet service provider
          

           					ITU-T – International Telecommunication Union – Telecommunication Standardization Sector
          

           					LAN – local area network
          

           					OSI – open systems interconnection
          

           					POTS – plain old telephone service
          

           					PPP – point-to-point protocol
          

           					RFC – request for comments
          

           					RTP – real-time transport protocol
          

           					SAP – service access point
          

           					SDH – synchronous digital hierarchy
          

           					TCP – transmission control protocol
          

           					UDP – user datagram protocol
          

           					URL – uniform resource locator
          

           					WWW – world wide web
          

        

        
          1.2 Protocols in multi-service networks: introduction

          Early automatic telephone networks were built to carry only voice traffic and to provide a very simple telephone service –
            now called plain old telephone service (POTS). When computer networks started to appear, either they were separate from telephone
            networks or the data carried between computers was a small proportion of the traffic on the telephone network. There are various
            estimates for the growth of voice and data traffic, and various dates have been given for when data traffic will exceed voice
            traffic.
          

          Figure 1 illustrates the relative growth rates of voice and data traffic from 1996 to 2005. It assumes that data traffic exceeds
            voice traffic during 2002 (Coffman and Odlyzko, 1998), and that voice traffic grows at a rate of 5 per cent per year and data
            traffic at a rate of 80 per cent per year. Because it is difficult to get accurate values for traffic, in the figure traffic
            is shown relative to the level of voice traffic in 1996 rather than as absolute levels. The rapid increase in data traffic
            can cause problems on telephone networks that were specifically designed to carry voice networks.
          

          
            [image:  Figure 1]

             Figure 1 Voice and data growth

          

          In many cases it makes economic sense for a single physical network to carry both voice and data traffic. In the 1980s this
            led to the publication of the requirements for an integrated services digital network (ISDN). Although ISDNs do exist in many countries, they have never become widespread. At the time of writing (2002), the
            requirements of broadband ISDNs (B-ISDNs) are being published, which extend the services of ISDNs to include high data rates.
            All you need to appreciate about ISDNs at this stage is the concept of the traffic being divided into specific categories,
            called services, according to the communication requirements of the data: for example, the type of data, the transfer mode
            and the transfer rate. An ISDN is an example of a multi-service network, which can be loosely defined as a network that provides a range of services over a common transport mechanism – that is,
            a common means of transferring data between devices. This may mean that different services receive different treatment to
            ensure that certain assurances about quality are fulfilled.
          

          The Internet may be regarded as another example of a multi-service network, although the quality of service may not meet users'
            requirements for some applications. Private networks that operate to the same specification as the Internet can offer users
            a better quality of service, and the network operators can exercise greater control over the traffic. Such networks are called
            intranets.
          

          In traditional telephone networks, a reserved transmission path is established between terminals before the users can talk
            to each other. Typically, the transmission path is capable of transmitting at a data rate of 64 kbit/s simultaneously in both
            directions. Because only one person usually talks at any one time and there are natural gaps in conversation, over half the
            transmission capacity is wasted. However, because the transmission path is reserved, once a connection is established there
            is no queuing delay waiting for resources to become available. In addition, the end-to-end delay is constant because, once
            a path is set up, it does not change throughout a call. For voice traffic it is important that any delay in transport is constant
            as well as being as small as possible.
          

          The transfer mode in which a path is reserved exclusively for a single communication is called circuit switching, and the type of service in which a connection has to be established before the exchange of data (whether for voice or computer
            applications) is called connection oriented. As you will see later in this section, these terms are not quite synonymous: circuit switching implies a connection-oriented
            service, but a connection-oriented service does not necessarily imply a circuit-switched transfer mode.
          

          The requirement for a constant delay was not important in the early computer applications, and this encouraged the development
            of packet switching. In packet switching the message to be sent is divided into convenient groups of data, called packets, which are transferred independently over
            the network. Transmission capacity is not reserved. Instead, at each stage through the network, if transmission capacity is
            not available to send a packet immediately, the packet is stored until sufficient capacity becomes available, at which point
            it is forwarded on to the next stage. This process is sometimes called store-and-forward. Since capacity is not reserved for specific paths between users, if there are idle periods in the transmission of packets
            between two users, that capacity is available to other users and is not wasted.
          

          However, waiting for transmission capacity to become available introduces a queuing delay in the transport of data. Moreover,
            because the amount of delay depends on the level of traffic from other users, which depends on factors that change with time,
            the delay will vary randomly and may differ for each packet.
          

          In most cases, packet switching is more efficient than circuit switching at using transmission capacity, and it can be more
            resilient to network failures and congestion. For instance, if a switch detects that a link has become faulty, packets can
            be diverted to another link without any intervention by the users and without their knowledge. In circuit switching, if a
            link develops a fault, the transmission of data must be stopped and the circuit re-established. Although re-establishment
            may be performed automatically and very quickly, it may result in loss of data.
          

          The type of packet switching described above is called connectionless service, or datagram service because packets are called datagrams in the internet protocol. A problem with this service is that there is no direct control
            over the level of traffic accepted by a network and, because the paths taken by packets can vary, the order in which they
            arrive can also vary. Where it is desirable to have more control over the transfer of packets, a connection-oriented service
            is used. The advantages of establishing a connection are that all the packets between the users follow a single path, and
            that if a switch has too much traffic it can refuse a request to set up a new connection. Note that the setting up of a connection
            does not necessarily reserve transmission capacity for a switch to forward a packet whenever it receives one, although actions
            may be taken which reduce the processing delay.
          

          Figure 2 illustrates the differences between circuit switching and the two types of packet switching in the form of signal
            sequence diagrams. For each of the three cases the signals between four switches labelled S1 to S4 are shown. The figure gives
            just one example of transferring data for each mode. In practice, the efficiency of each mode will depend on the characteristics
            of the data being transferred, for example the amount and whether it arrives continuously or in bursts.
          

          
            [image: Figure 2]

            Figure 2 Signal sequence diagram for circuit switching and packet switching

          

          Figure 2 also shows the transmission delay, propagation delay and processing delay for each signal transmitted between the
            switches:
          

          
            	 						
              The transmission delay is the time between the first and last bits of a signal leaving a switch:
              
 						
              
                [image: ]

              
 					
            

            	 						
              The propagation delay is the time taken for each bit to travel along the transmission medium:
              
 						
              
                [image: ]

              
 					
            

            	 						
              The processing delay is the time required for a switch to deal with the signal. It may include queuing delay in the case of packet-switched networks.
              
 					
            

          

          There are no commonly agreed definitions of the three types of delay introduced above, and you may see the terms in other
            sources with different meanings. For instance, the term ‘transmission delay’ is very often used to mean the total delay incurred
            in sending and receiving a message. The context in which the terms are used should indicate their meaning.
          

          In Figure 2 I have assumed that a switch does not start processing the next packet until it has finished transmitting the first. This
            is to simplify the diagrams. In practice, the receipt and transmission of packets may not require any intervention by a switch's
            processor. Also, the packet-switched, connectionless-mode example shows all three packets following the same path, which means
            that all packets arrive in the order in which they were transmitted; however, this is not necessarily always the case.
          

          There is another type of switching in which a connection is not established explicitly by the user but is established by switches
            in the network for reasons of efficiency. This is called flow switching. Packet switches automatically detect a flow of packets between two devices. Once a flow has been detected, a connection
            is set up between two compatible switches along the path taken by the packets, and a label identifying this connection is
            attached to each subsequent packet. This allows switches to forward packets by looking only at these labels, which simplifies
            the forwarding and reduces the time it takes. Another variation of the same basic principle is possible, whereby a group of
            switches agree between themselves a means of tagging packets to reduce the forwarding delay. Section 4 of this unit introduces
            a form of flow switching called label switching. Note that the term ‘forwarding’ is used in packet switching for the transfer
            of packets between switches.
          

          Message switching is another form of packet switching, in which complete messages are transferred as single packets. An early
            example of message switching was a telegraph network that included message centres where an incoming message was punched on
            paper tape; the paper tape was later transferred (switched) to a paper tape reader for retransmission to the final destination
            or the next message centre.
          

          
            
              SAQ 1

            

            
              
                Complete Table 1, which reviews features of connection-oriented and connectionless modes of packet switching.

                
                   								Table 1: Features to be completed for SAQ 1
                  

                  
                    
                      
                        	Feature
                        	Packet switched connection-oriented
                        	Packet-switched connectionless
                      

                      
                        	Reserved transmission capacity
                        	
                        	No
                      

                      
                        	Data rate constantly available
                        	No
                        	
                      

                      
                        	Store-and-forward
                        	
                        	
                      

                      
                        	Constant route for packets
                        	
                        	
                      

                      
                        	Connection set-up
                        	
                        	
                      

                      
                        	Variable delay
                        	
                        	
                      

                      
                        	Control of quality of service
                        	
                        	
                      

                    
                  

                  

                

              

              View answer - SAQ 1

            

          

          
            
              SAQ 2

            

            
              
                Draw to scale a signal sequence diagram of the form of Figure 2 that shows a packet sent between systems A and B via system C. You should assume the following:
                

                
                  	 								
                    the data rate between systems A and C is 500 kbit/s
 							
                  

                  	 								
                    the data rate between systems C and B is 1 Mbit/s
 							
                  

                  	 								
                    the packet contains 200 bytes;
 							
                  

                  	 								
                    the distance between A and C and between C and B is 100 km;
 							
                  

                  	 								
                    the velocity of propagation is 2 × 108 m s−1; 								
                    
 							
                  

                  	 								
                    the processing delay at C is 0.2 ms;
 							
                  

                  	 								
                    the processing at C does not start until the complete packet has been received.
 							
                  

                

              

              View answer - SAQ 2

            

          

          The rest of this unit will look at a selection of communication protocols – the procedures that are essential for devices
            and systems to be able to communicate. 
          

        

      

    

  
    
      
        2 OSI reference model

        
          2.1 Layers of communication

          An internetwork is a network of networks, composed of terminals, switches and communication media. The overall objective of an internetwork
            is to allow communication between two (or more) networks. This simple description hides the complications that arise in real
            networks, in which the types of medium vary, transmission errors occur, transmission links fail, switches fail or become congested,
            equipment is produced by different manufacturers, networks are owned and maintained by different organisations, and so on.
          

          In large internetworks, communication between systems is a complicated process, and to cope with this complexity the hardware
            and software in the systems are organised as a hierarchy of layers. Each layer performs some of the functions necessary to
            achieve communication between systems. The layers, particularly higher layers, are mostly implemented as software components
            of communication networks. It is very important to appreciate the hierarchical nature of communication systems: each layer,
            except the lowest, is built upon the layer below. In Figure 4 the functions are divided into four layers. This is just an
            illustration and different protocol architectures have different numbers of layers. Because one layer is built upon another,
            each layer provides a particular view of the communication system: that is, the layers provide levels of abstraction of the communication system. This may seem rather vague at present, but it should become more concrete later when we examine
            some practical examples.
          

          
            [image:  Figure 4]

            Figure 4 Layers in communication systems

          

          The layered separation of functions can also be seen in everyday examples, such as sending a letter. You write a letter to
            a friend and enclose it in an envelope with the address written on it. You then post the letter and wait for it to be delivered.
            You don't give precise instructions about how the letter is to be delivered and what to do if unusual events occur. You leave
            these sorts of tasks to the postal service – the lower layers. The postal workers should not be interested in the contents
            of your letter – only the address written on the envelope – and your letter should be delivered with the contents unchanged,
            that is, free from error. The postal workers will decide the best route for your letter. This may involve carrying the letter
            by road, rail, sea or air but all this is irrelevant to you (although it may affect the cost of postage and can be considered
            as part of a quality-of-service agreement). Within the postal service the functions may be divided further. The local postal
            workers may be interested only in parts of the address to decide to which country or town your letter should be forwarded.
            Within a town, the postal code or street name may be important to allocate your letter to the appropriate delivery round.
            Perhaps your friend has moved addresses and has told the postal service to forward their mail to a new address; the postal
            service would take care of this too.
          

          I hope you can see that you and the postal workers are operating at different levels of abstraction. You may find it helpful
            to create your own analogies of layering. For instance, you could imagine the layers involved in someone dictating a letter
            to be translated into another language before or after delivery.
          

          I need to explain what I mean by one layer being built on top of another. A layer can be thought of as providing services to the layer above. How these services are achieved is not the concern of the higher layer: it needs to know how to interact
            with the services, but not how they are implemented. The specification of the interface between two layers is very important
            because the equipment implementing the layers may be produced by different manufacturers. In providing services, a layer may
            perform several important functions. For instance, it is very convenient if the transfer of data can be considered to be free
            from transmission error. However, transmission errors do occur, and in some media they occur relatively frequently. It greatly
            simplifies the design of software if one layer performs the functions necessary to detect and correct transmission errors,
            thereby allowing all higher layers to assume that the transmission is free from this type of error.
          

          A service normally requires some communication between systems in a communication network, and the set of rules which govern
            the communication is called a protocol. These rules are expressed in terms of the format of messages exchanged between two systems (the syntax), and the way in
            which the messages should be interpreted (the semantics). In this context, a protocol determines how communication takes place
            between the same layers in different systems, that is, between peer layers, and for this reason you may see this type of communication referred to as peer-to-peer. The peer layers exchange data as
            though there is a direct link between the two (as shown in Figure 4), but in reality all the data is passed down through all the layers and is carried by the physical media in the form of signals.
            However, it is convenient to imagine that there is a direct virtual connection and ignore all lower layers. It is very important to have open and internationally agreed protocols which enable widely different
            types of equipment to interact with each other.
          

          In 1978 the International Organization for Standardization (ISO) defined a framework for describing the layers in communication
            networks, called the Open Systems Interconnection (OSI) reference model. Although many networks may not fit the strict definition of the model and the model has been modified with the introduction
            of sub-layers, the OSI reference model does provide a very good framework for discussing communication networks.
          

          The OSI reference model has seven layers; these are shown at each end system in Figure 5. The layers were chosen after considerable
            reflection and the choice was influenced by the following broad principles (Tanenbaum, 1996; ITU-T X.200, 1994):
          

          
            	 						
              There should not be more layers than is necessary.
 					
            

            	 						
              Boundaries should be located where they have proved successful in the past.
 					
            

            	 						
              Boundaries should be located to minimise the interactions between layers.
 					
            

            	 						
              Boundaries should be located where a standardised interface may be useful.
 					
            

            	 						
              Separate layers should be created to perform functions that are associated with different technologies or levels of abstraction.
 					
            

            	 						
              Functions associated with similar technology should be collected together in the same layers.
 					
            

          

          
            [image: Figure 5]

            Figure 5 OSI layers

          

          Before going into more detail about Figure 5, I shall describe very briefly the main functions of each of the seven layers:

          
            	 						
              Physical layer – provides the mechanical, electrical and procedural means for transmitting bits over a communication medium.
 					
            

            	 						
              Data link layer – provides services for the transmission of data between directly connected systems in a communication network.
 					
            

            	 						
              Network layer – handles the routing of data through communication networks.
 					
            

            	 						
              Transport layer – provides reliable end-to-end services without being concerned about the route through communication networks.
 					
            

            	 						
              Session layer – provides facilities to organise and synchronise dialogues, i.e. communications that consist of several strands
                such as audio and video components.
              
 					
            

            	 						
              Presentation layer – deals with issues about how data is represented and ensures that the systems agree on how the information
                is transferred.
              
 					
            

            	 						
              Application layer – provides the means for application programs to access the communication system represented by the OSI
                reference model. For instance, the application layer can provide services for supporting file transfer and email.
              
 					
            

          

          The lowest three layers are primarily concerned with the problems of transferring data across physical networks, and the highest
            four layers are associated with end-to-end issues and not the specific details of any communication network. Intermediate
            systems in Figure 5 are shown as pairs of stacks of layers. Different conditions may be encountered on the two sides of an intermediate system:
            for instance, different transmission media may link two systems together.
          

          
            
              SAQ 3

            

            
              
                Briefly summarise the view, or level of abstraction, each layer provides to its higher layer.

              

              View answer - SAQ 3

            

          

          Requests for service between adjacent layers take place through interfaces, which define the services provided by the lower
            layer and the operations necessary to interact with the services.
          

        

        
          2.2 Vertical communication

          Figure 6 shows the OSI view of adjacent layers. The interface between two layers in the same system is called a service access point (SAP). One of the features of a service access point is that it has an identifier, or an address, which allows each communication
            between adjacent layers to be uniquely identified. The processes that communicate across the interface are called entities. These are typically software routines, but may also be hardware components. The notation in Figure 6 may appear odd, but
            it is designed to apply to any pair of layers in the reference model. The upper layer is called (N +  1) and the lower layer (N). Layer (N) is the service provider and layer (N + 1) the service user.
          

          
            [image:  Figure 6]

            Figure 6 Adjacent layers in the OSI reference model

          

          The interaction between adjacent layers is expressed in terms of issuing and receiving primitives. The form taken by primitives depends on the implementation of the system but typically they are software procedure calls.
            In two systems involved in any communication there is a range of primitives depending on the service required. For each primitive
            up to four basic types are available:
          

          
            	 						
              request – an entity invokes a service
 					
            

            	 						
              indication – an entity is informed of an event
 					
            

            	 						
              response – an entity reacts to an event
 					
            

            	 						
              confirm – an entity is informed of the result of an earlier request.
 					
            

          

          Figure 7 illustrates an exchange of all four types of primitive, and some concrete examples are given below. Because primitives
            are issued and received across the boundaries between adjacent layers in the OSI reference model, their interaction is sometimes
            referred to as vertical communication.
          

          
            [image:  Figure 7]

            Figure 7 OSI types of primitives

          

          Most primitives carry parameters, which provide the information necessary to fulfil the service. For instance, the service
            of setting up a connection between two OSI transport entities requires a connection primitive, and the request type of this
            primitive has the following parameters:
          

          
            	 						
              called address;
 					
            

            	 						
              calling address;
 					
            

            	 						
              receipt confirmation selection;
 					
            

            	 						
              expedited data selection;
 					
            

            	 						
              quality-of-service parameter set;
 					
            

            	 						
              user data.
 					
            

          

          A procedure call implementation of a connection request may take the form of:

          
            Call CONNECT-request (called address, calling address, receipt confirmation selection, expedited data selection, quality-of-service
              parameter set, user data)
            

          

          The indication, response and confirm types of this connection primitive have similar sets of parameters. Once a connection
            has been established data is transferred by invoking a service with a data transfer primitive. This primitive has only two
            forms, request and indication, which have the parameters:
          

          
            	 						
              user data;
 					
            

            	 						
              confirmation request.
 					
            

          

          The called and calling addresses were supplied when the connection was established and it is assumed that the entities still
            know this information.
          

          
            
              SAQ 4

            

            
              
                The equivalent data transfer primitive associated for a connectionless service needs to include parameters for the called
                  and calling addresses. Why?
                

              

              View answer - SAQ 4

            

          

          At this stage it is not necessary to understand what information each of these parameters represents, merely to appreciate
            that primitives do carry additional information necessary for a layer to provide services.
          

        

        
          2.3 Horizontal communication

          In the OSI reference model there is a clear separation of services and protocols, but this separation is not always evident
            in practical applications, so it is worthwhile spending some more time on the differences between them. A service is provided
            by one layer to the layer above, and the capabilities of a service are defined in terms of primitives and their parameters.
            A service relates to two adjacent layers in the same system. In contrast, a protocol defines the communication between two
            peer entities in different systems. To complete a service request, an entity may need to communicate with a peer entity via
            a protocol, but the protocol chosen by a layer should not be apparent to the service user.
          

          You should bear in mind that the communicating systems may be quite different, and the protocols facilitate the transfer of
            information between them. Protocols define how data is transferred between systems and perhaps it is for this reason that
            the features of protocols tend to dominate discussions rather than the underlying services.
          

          As Figure 7 illustrated, the information an (N)-entity receives from an (N + l)-entity is transferred to an (N)-entity in another system by an (N)-layer protocol. Figure 8 shows in more detail how this is done. The data is placed in a data unit called a protocol data unit. This is simply a generic term for a packet that applies to all of the seven layers. A protocol data unit contains the service-related
            data from the (N +  l)-entity, plus some protocol control information which is necessary to co-ordinate the transfer of data. This construction of protocol data units may be repeated in all the
            layers in the OSI reference model whenever data is transferred between two systems. The process of adding protocol control
            information to the data is called encapsulation. A very important point to remember is that the entity associated with the lower-layer protocol does not interpret the service-related
            data associated with the higher layer; to the lower layer, it is just data passed to or received from the higher layer. In
            Figure 8 the protocol control information is added as a single header to the left of the higher-layer data to illustrate the
            process of encapsulation, but in actual protocols the information may be placed anywhere in the protocol data unit.
          

          The communication between peer entities through a virtual connection in different systems is sometimes referred to as horizontal communication.
          

          
            [image: Figure 8]

            Figure 8 Encapsulation

          

        

        
          2.4 Examples of layer functions

          There are several functions that can be performed at one or more of the OSI layers. Some of the more common ones are discussed
            below.
          

           					Connection control 				
          

          For connection-oriented services, a connection must be established between peer entities. A connection has three phases: connection
            set-up, data transfer and connection clear. If the peer protocol supports connections, each protocol data unit type corresponds
            to a primitive type; for instance, a connection request primitive is transported by a connection request protocol data unit.
            If the peer protocol does not support connections, the peer layers must perform additional functions to give the characteristics
            of a connection-oriented service.
          

           					Data flow 				
          

          The user data is passed transparently between peer layers by calling on the service of the layer below. Network or end-system
            constraints may make it necessary to control the rate of the flow of protocol data units between peer layers.
          

           					Segmentation and re-assembly 				
          

          If the data received from the higher layer is too large to fit in the maximum size of protocol data unit, the lower layer
            will have to split it into smaller chunks. This is called segmentation, and additional protocol control information is required
            to ensure the correct re-assembly of the data in the peer layer of the receiving system.
          

           					Sequencing 				
          

          If the higher layer requires its data to be received in the order sent and the lower layer does not provide a service with
            this feature, the upper layer must preserve the order by performing some additional processing. This will typically involve
            including sequence numbers in the protocol control information.
          

           					Acknowledgement 				
          

          A layer must take additional actions if its lower layer does not provide a sufficiently reliable means of transferring protocol
            data units. Typically, this involves including identifiers in the protocol control information and the receiving system explicitly
            acknowledging receipt of the protocol data units. Time-outs are frequently employed to prevent systems waiting indefinitely
            for acknowledgements to arrive. When a time-out occurs, the system either resends the protocol data unit or indicates that
            the connection may be faulty.
          

           					Error control 				
          

          Transmission errors do occur in networks, causing bits to be received incorrectly. Protocol data units can also be lost, delayed
            or duplicated. A common technique for detecting bit errors is to include a cyclic redundancy check in the protocol control
            information. The basic principle of a cyclic redundancy check is that a check word is generated by the sending system and included in the protocol data unit. The receiving system generates
            a new check word based on the received data and compares this with the received check word; if they differ then errors have
            occurred. Any detected errors typically result in the protocol data unit being discarded.
          

           					Synchronisation 				
          

          It may be necessary for two systems to agree on the occurrence of events. For example, two databases may have to agree that
            a record has been updated on both systems. Another example is when independent protocol data units may be delayed by different
            amounts during transfer, and the receiving system must retime the protocol data units to ensure that the same timing relationship
            exists in the received protocol data units as in the transmitted units.
          

           					Addressing and routing 				
          

          In the context of the OSI reference model, an address identifies a service access point on the boundary of two layers. An
            address may be unique throughout an entire internetwork or may have only local significance – be unique within a single system,
            a single network or a section of a network. Some addresses, or parts of addresses, are assigned by a central authority to
            ensure that naming conventions are followed and the addresses are unique.
          

          Addresses at the network layer are very important because they identify systems in an internetwork. An address may refer to
            a group of systems as well as a single system and in the extreme case may refer to all the systems in a network.
          

          Some intermediate systems (see Figure 5) will select the next link in the transfer path according to the addresses in protocol data units. The determination of the
            best link is part of the routing function of systems.
          

           					Multiplexing and demultiplexing 				
          

          An entity may have to establish several connections in order to perform a service, or a connection in a lower layer may need
            to support several connections in a higher layer for reasons of efficiency. The function of sending protocol data units from
            several connections over a single connection is called multiplexing. Demultiplexing is the reverse process, in which the data
            from protocol data units arriving on a lower-layer connection are distributed over several higher-layer connections.
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                What are the response options of an entity in the sending system if an end system or an intermediate system discards a protocol
                  data unit because it detects an error?
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        3 TCP/IP protocol architecture

        
          3.1 What does TCP/IP protocol architecture do?

          The Internet is a worldwide public internetwork, which allows computers to communicate with each other even though they may have different
            manufacturers and different operating systems. The origins of the Internet lie in a project of the US Defense Advanced Research
            Project Agency in the 1970s, where it was intended to foster communication between research institutions rather than operate
            for profit. However, a substantial amount of traffic carried by the Internet is now related to commercial activities in the
            form of online shopping, banking or entertainment, or to private emails.
          

          The technical aspects of the Internet are controlled by an international group called the Internet Engineering Task Force
            (IETF). Information about the Internet is recorded in documents called RFCs (requests for comments). These documents are available
            online from several sites, such as the IETF. Some of the RFCs contain official definitions of protocols, but others contain
            proposals for new protocols or explanatory information about the Internet.
          

          TCP/IP (transmission control protocol/internet protocol) is the name given to a suite of protocols designed for the Internet,
            but suitable for any internetwork.
          

          The Internet contains the following broad classes of network, as shown in Figure 9:

          
            	 						
              backbones – providing high-speed data links between networks (e.g. NSFNET, EBONE)
 					
            

            	 						
              regional networks – clusters of networks for specific organisations, such as universities (e.g. JANET)
 					
            

            	 						
              commercial networks – e.g. ISPs (Internet service providers) providing subscribers with access to the Internet or organisations
                providing their employees with access to the Internet;
              
 					
            

            	 						
              national networks – groups of networks covering specific countries;
 					
            

            	 						
              local networks – consisting of individual groups of computers such as those on a university campus.
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            Figure 9 The Internet

          

          Figure 10 shows the TCP/IP reference model and Figure 11 shows examples of protocols from various organisations and their
            association with the TCP/IP protocol suite. The model in Figure 9 follows a layering principle similar to that advocated by
            the OSI reference model, but only four layers are defined.
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            Figure 10 TCP/IP reference model

          

          You may come across slightly different TCP/IP reference models from that shown in Figure 10. When the TCP/IP protocol suite
            was developed, although the concept of layering was important, the emphasis was on producing practical protocols. As a consequence,
            the TCP/IP reference model reflected these protocols, rather than the protocols being produced according to a specific reference
            model as was the case with OSI protocols.
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            Figure 11 Example protocols

          

          The application layer (see Figure 11) offers standard services to application software running on systems. Access to these
            services is typically provided in the form of application program interfaces (APIs), which in effect are procedure call implementations of the primitives that I described in the context of the OSI reference
            model.
          

          The transport layer provides end-to-end communication over an internetwork. Both connectionless and connection-oriented modes
            of transfer are available through the UDP (user datagram protocol) and TCP (transmission control protocol) protocols respectively.
          

          The internetwork layer deals with the functions associated with specific networks. The main protocol in this layer is IP (internet
            protocol) and the other protocols in Figure 11 for this layer support the operation of IP. The internetwork layer shields
            the transport layer from the difficulties of locating systems in communication networks and transferring data across possibly
            disparate networks. At this layer, packet switching is performed by switches called routers. A router will use the destination address of the data to decide:
          

          
            	 						
              whether the destination system is connected directly to it – in which case the data can be delivered directly;
 					
            

            	 						
              to which interface the data should be forwarded if the destination system is not connected directly to it.
 					
            

          

          The host-to-network layer deals with the reliable transfer of data between nodes in a communication network. Protocols in
            this layer are not strictly within the TCP/IP protocol suite because they are controlled by other standards bodies and have
            uses outside the Internet context. A host is an Internet term for any device or computer system connected to the Internet
            that has an Internet address, and in general refers to the terminating devices or end systems.
          

          Figure 12 shows an example of transferring files between two hosts using the file transfer protocol (FTP) in an internetwork.
            The hosts transfer data over three distinct physical networks: two local area networks and one public data network. The specific
            types are not important here; you need only appreciate that different types are possible. The protocol data units for the
            FTP and TCP protocols are transferred transparently by the lower-level protocols and are not affected by the choice of the
            physical networks. The IP protocol exchanges messages between hosts A and B and the two routers. In this example different
            host-to-network layer protocols are employed in the different physical networks to carry the IP protocol data units.
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            Figure 12 Example of TCP/IP communication

          

        

        
          3.2 Domain name system

          Applications use easy-to-remember names for hosts on the Internet, but before sending any data to a host an application in
            the source host must translate its name for the destination host to the numerical network address.
          

          The Internet is divided into domains, and an authority in each domain is responsible for allocating names. However, the domains
            may be divided into sub-domains and the responsibility of allocating sub-domain names may be delegated to other authorities.
            In this way the names form a tree structure as shown in Figure 13. The Internet Assigned Number Authority (IANA) has overall
            responsibility for assigning domain names on the Internet.
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            Figure 13:Tree structure of names on the Internet

          

          The full names of hosts are written as a sequence of words, separated by full stops, and each word refers to a domain or sub-domain.
            The names are written from left to right, with the most specific (the host) on the left and the top-level domain on the right.
            For example ‘tele.open.ac.uk’ is the full name of a host called ‘tele’ in the sub-domain ‘open’, which is itself within the
            larger sub-domain called ‘ac’ (for academic). The top-level domain for this host is ‘uk’, which is a geographical domain name.
            Broadly speaking, there are two classes of domain name – organisational and geographical. You can see from Figure 13 that
            some organisational names are the same as national names, illustrating the point that the individual domain names are not
            necessarily unique, but the full host names are. The delegation of naming authority greatly simplifies the allocation of names
            because the naming authorities in higher domains do not need to be notified about changes to names in the lower domains. However,
            naming authorities must be able to determine the physical location of hosts in their immediate sub-domain.
          

          The network address determines the path through an internetwork, and the translation from a host name to a network address
            is typically done by the application invoking a library program called the resolver. In principle, the resolver program sends messages to a database which contains the network addresses corresponding to the
            domain names. It would not be practicable, however, to have a single database for the Internet, so distributed databases,
            called the domain name system (DNS), hold the translation information.
          

          Each domain has one or more name servers and, whenever a host has a name to resolve, it sends the host name to a local name
            server. If the local name server has a record for the name it can reply immediately with the corresponding network address.
            If not, the local name server passes the query to a name server for a higher-level domain. In the worst case this would be
            a name server for the top-level domain as shown in Figure 14.
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            Figure 14 Resolving domain n

          

          The top-level domain name server will at least know the name servers of all its immediate sub-domains, and can supply the
            local name server with the network address of a name server in the appropriate sub-domain. The local name server then repeats
            the query to this name server. The process is repeated until the query is satisfied.
          

          Another method of resolving a host name is for the queried name servers to pass on the query directly to the next name server
            rather than passing the address of the next name server back to the local name server to continue the process.
          

        

        
          3.3 Hypertext transfer protocol (HTTP)

          In this section, I shall look at one example of an application of the TCP/IP protocol suite – sending hypertext pages over
            the world wide web (WWW or simply the web). However, first I shall very briefly summarise the main features of the web that are relevant to this discussion. There
            are many sources of information about the web on the web itself for those who want to know more.
          

          In very basic terms, the web is an application of the Internet for accessing resources wherever they are located. Each resource
            on the web is found through a name called a uniform resource locator (URL). A URL consists first of the name of the scheme for communicating with the resource at the application layer (e.g.
            FTP, HTTP, MAILTO) followed by a scheme-specific part. The only scheme we shall look at here is HTTP, and the syntax for HTTP
            URLs takes the form of:
          

          
            http:// <host> : <port> / <path> ? <search-part>

          

          where the names in angled brackets indicate that values are inserted in actual URLs. The ‘host’ is the domain name as given
            in the domain name system of the Internet. The ‘port’ is optional and is described in the next section, but it can be thought
            of as a way of identifying the different applications that may be running in an application layer. The ‘path’ in a URL identifies
            the name of the resource in the host's filing system. The ‘search-part’ is optional and is used when the resource is a search
            engine. If no ‘port’ value is given, then a default value is used.
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                Identify the component parts of the following URL:

                
                  	 								
                    http://www.altavista.digital.com/cgi-bin/query?q=mullti-service+network
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          When the resource on the web is a hypertext page with links to other pages, retrieving one page of information may trigger
            several subsequent requests to obtain resources.
          

          In many situations, users access the web through a proxy server, which separates an internal network from the Internet and thereby can offer some degree of protection to the users. A proxy
            server can also provide temporary local storage (a cache store) of resources obtained from the web. Storing a resource locally
            can avoid repeating a recent request for the same resource.
          

          Figure 15 shows the application layer view of the communication between peer entities. In this simple example the only function
            of the proxy server that we are interested in is that of repeating the messages it receives.
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            Figure 15 HTTP protocol model

          

          HTTP (hypertext transfer protocol) takes the form of commands from a client, typically a browser computer program, and responses from a server. A command (called
            a method in HTTP terminology) can occupy several lines. The first line has the name of the command, the identity of the resource,
            and the scheme version number. Subsequent lines may contain parameters, which modify the command, and any data to be transferred
            to the server. Examples of parameters are the name of the host and a date giving the last time a resource was modified. A
            response from a server takes the form of a status line, additional information about the type of response, and the resource
            itself.
          

          Commands and responses are defined in RFC 2616. Some example commands are listed in Table 3 and example responses in Table
            4.
          

          
             						Table 3: Example HTTP commands
            

            
              
                
                  	Command
                  	Description
                

                
                  	Connect
                  	Establishes a tunnel1 through a proxy server
                  
                

                
                  	Delete
                  	Requests the removal of a resource
                

                
                  	Get
                  	Requests the retrieval of a resource
                

                
                  	Head
                  	Requests the retrieval of information about a resource rather than the resource itself
                

                
                  	Options
                  	Requests information about the capabilities of a server or the requirements of a resource
                

                
                  	Post
                  	Requests that a resource accepts some information
                

                
                  	Put
                  	Requests that a resource is stored at the given location
                

                
                  	Trace
                  	Requests that a server takes part in some test
                

              
            

            

          

           					1A tunnel is created by encapsulation. A received message is encapsulated in another message so that the received message is
            transferred transparently through a node or network.
          

          
             						Table 4: Example HTTP responses
            

            
              
                
                  	Response
                  	Description
                

                
                  	100
                  	Continue
                

                
                  	200
                  	OK
                

                
                  	202
                  	Accepted
                

                
                  	302
                  	Found
                

                
                  	400
                  	Bad request
                

                
                  	404
                  	Not found
                

                
                  	406
                  	Not acceptable
                

              
            

            

          

          Figure 16 shows an example of commands and responses between an HTTP client and server via a proxy server.

          
            [image: Figure 16]

            Figure 16 Example HTTP communication

          

          HTTP protocol data units are transferred by requesting a connection-oriented service from the transport layer, for example
            by calling on the TCP protocol to transfer messages between the client and server. In the first version of HTTP, individual
            connections were set up for each resource and this could entail establishing several consecutive connections for hypertext
            pages that included links to other resources. The current version of HTTP has improved efficiency by allowing a host to maintain
            a connection for more than one transfer if appropriate. Efficiency is further improved by allowing a host to submit several
            requests without waiting for an acknowledgement.
          

        

        
          3.4 Transmission control protocol (TCP)

          As I outlined in the previous section, peer entities in clients and servers exchange HTTP protocol data units when they wish
            to transfer a resource over the web. I gave very little detail about this because I wanted to focus on the general features
            of protocols in the application layer of the TCP/IP model. The HTTP protocol data units are transferred from the sender host
            to the receiver host by calling on the services of the transport layer. In the case we are considering, the transport layer
            provides the services through the transmission control protocol (TCP).
          

          A host may have several applications active simultaneously and it is necessary to separate the messages arriving from the
            transport layer. In the TCP/IP model this is achieved through port numbers. Port numbers are stored as 16-bit numbers, so
            have the range 0 to 65535 (65535 = 216 − 1). Those in the range 0 to 1023 are reserved for standard services and are called well-known port numbers. Those in the range 1024 to 49151 refer to ports registered to provide services to unknown callers. The remainder,
            49152 to 65535, refer to dynamic or private ports and may be used as required. Well-known port numbers are embedded in the
            software, so for standard services a host does not have to take any special actions to find out which port number to specify.
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                Which of the layer functions mentioned in Section 2 is accomplished through port numbers in the TCP protocol?
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          The receiver host has the port number 80 reserved for receiving HTTP messages, but for certain other applications the sender
            host can select any port number it wishes in the range 1024 to 65535.
          

          Before I describe the primitives issued to support HTTP, we need to look at TCP to understand some of its functions. The main
            objective of TCP is to provide a reliable end-to-end byte stream over an internetwork. The TCP entity receives a byte stream
            from an application entity and divides the data into units not exceeding 65535 bytes. In practice the size is about 1500 bytes
            because of the maximum transfer unit supported by the underlying physical networks. These protocol data units are then passed
            down to the internetwork layer for delivery to the destination host. The transport layer at the destination re-assembles the
            data units into a byte stream for delivery to the application layer in that system.
          

          Some insight into the operation of TCP can be obtained by examining the format of the protocol data units, which are called
            segments in TCP terminology, as shown in Figure 17.
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            Figure 17 TCP segment format

          

          Figure 17 identifies the following fields in a TCP segment:

          
            	 						
              source port (16 bits) – identifies the port number of the source;
 					
            

            	 						
              destination port (16 bits) – identifies the port number of the destination;
 					
            

            	 						
              sequence number (32 bits) – gives the number of the first data byte in this segment, unless the synchronise flag is set, in
                which case the first data byte is this number plus 1;
              
 					
            

            	 						
              acknowledgement number (32 bits) – if the acknowledgement flag is set, this is the sequence number of the next data byte that
                the sender of this segment expects to receive;
              
 					
            

            	 						
              data offset (4 bits) – gives the number of 32-bit words in the header and therefore indicates where the data begins in the
                segment;
              
 					
            

            	 						
              reserved field (6 bits) – these bits have no defined purpose;
 					
            

            	 						
              URG (1 bit) – the urgent flag indicates that the urgent pointer field is significant;
 					
            

            	 						
              ACK (1 bit) – the acknowledgement flag indicates that the acknowledgement number field is significant;
 					
            

            	 						
              PSH (1 bit) – the push flag indicates that the receiver is to deliver all data to the application rather than wait for a buffer
                to fill;
              
 					
            

            	 						
              RST (1 bit) – the reset flag indicates that the connection is to be reset because some problem has arisen;
 					
            

            	 						
              SYN (1 bit) – the synchronise flag indicates that the initial sequence number of the data bytes is to be the value of the
                sequence number field plus 1; in effect it indicates a request to establish a new connection;
              
 					
            

            	 						
              FIN (1 bit) – the finish flag indicates that there is no more data from the sender and also indicates a request to clear the
                connection;
              
 					
            

            	 						
              window size (16 bits) – identifies the number of data bytes that the sender of this segment is willing to accept without acknowledgements;
 					
            

            	 						
              checksum (16 bits) – this is a simple check sequence of all the 16-bit words in the header and user data fields;
 					
            

            	 						
              urgent pointer (16 bits) – if the urgent flag is set, this is the offset in the data field of the first data byte that follows
                the urgent data, i.e. in effect it gives the position of the end of the urgent data;
              
 					
            

            	 						
              options (0 or more 32-bit words) – a list of option parameters, e.g. the maximum segment size;
 					
            

            	 						
              user data (optional) – user data to be transferred transparently between application entities.
 					
            

          

          Notice that the network address of the host is not included in any field of a TCP segment. This is because the network address
            is important to the internetwork layer rather than the transport layer and, as you will see later, appears in the IP protocol
            data unit.
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                Why is data optional in TCP segments?
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            3.4.1 Connection control

            TCP does not assume a reliable communication network and takes precautions against the loss or duplication of protocol data
              units. One method is the three-way handshake procedure for establishing a connection between two hosts. Figure 18 shows the TCP procedure for this. This connection is
              a virtual connection of the type described in Section 2; many virtual connections can share a physical communication channel.
            

            
              [image: Figure 18]

              Figure 18 TCP three-way handshake procedure

            

            The condition of the control flags in TCP segments determines how a host will interpret the segments it receives. The first
              protocol data unit (segment) from host A to host B is in effect a ‘connection request message’. This is indicated by the SYN
              flag being active. The value in the sequence number field indicates the initial sequence number, x, which means that the sequence number of the first data byte that A is going to send to B is x  +  1. The value of x is chosen by A to minimise the risk of duplicated sequence numbers. Host B responds by sending an ‘acknowledgement and connection
              request message’ to A. This is indicated by both the SYN flag and the ACK flag being active. The acknowledgement number field
              contains the value x  +  1, which is the first sequence number host B expects to receive. The initial sequence number chosen by B to transmit
              its data in this example is represented by the letter y. In the final stage of the three-way handshake, host A sends an ‘acknowledgement message’. This message has the ACK flag
              active and the acknowledgement number equals y + 1. Figure 18 shows that this is followed by user data sent between the two hosts.
            

            Although not shown in Figure 18, the segments that set up a connection may contain user data in the data field, but the receiving
              host should not deliver this data until the connection has been established.
            

            Figure 18 also shows an example of closing a connection in both directions. Host A first requests the connection to be closed.
              Host B acknowledges this request and in a separate message requests that the connection in the opposite direction is closed
              also. Notice that the values of the acknowledgement and sequence number fields make certain that there is no ambiguity about
              how much data has been received by each host.
            

          

          
            3.4.2 Primitives

            TCP primitives are implemented as application program interfaces (APIs). Those provided on a particular computer system depend
              on how the TCP software is written. I shall now briefly describe the abstract interface given in the specification of TCP.
              You should bear in mind that, although specific implementations will perform similar functions, the methods of achieving them
              may differ. Table 5 lists the primitives and their parameters. Most of the parameters are fairly self-explanatory but parameters
              of the open primitive are described below.
            

            
               						Table 5: TCP primitives
              

              
                
                  
                    	Primitive name
                    	Primitive parameters
                  

                  
                    	Abort
                    	Local connection name
                  

                  
                    	Close
                    	Local connection name
                  

                  
                    	Open
                    	Local port number, foreign socket, active/passive flag, time-out, precedence, security/compartment, options
                  

                  
                    	
                    	Returns a local connection name
                  

                  
                    	Receive
                    	Local connection name, buffer address, byte count
                  

                  
                    	
                    	Returns a byte count and status of the urgent and push flags
                  

                  
                    	Send
                    	Local connection name, buffer address, byte count, push flag, urgent flag, time-out
                  

                  
                    	Status
                    	Local connection name
                  

                  
                    	
                    	Returns status data about the network addresses, port numbers, state, buffers, etc.
                  

                
              

              

            

            The local port number in the open primitive is the 16-bit number chosen by the application to identify itself. The foreign
              socket identifies the host to which it wants to be connected, and consists of the network address and port number of the destination
              host.
            

            The active/passive flag indicates the type of open primitive. An active open will begin to open a specific connection immediately,
              whereas a passive open will cause the host to listen for an incoming connection. For example, an HTTP server may request a
              passive open for port 80 which indicates that it is willing to receive HTTP commands from any host that has a destination
              port of 80.
            

            The open primitive returns a local connection name, which is specified in other primitives to identify the connection.

            The operation of the transmission control protocol follows that of a finite state machine, and Figure 19 shows a state diagram representation of the TCP connection management. However, not all possible state changes are represented
              in this simplified diagram. It is meant to illustrate the operation of TCP, not to be a specification.
            

            
              [image: Figure 19 ]

              Figure 19 TCP connection finite state machine
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                  Amend the signal sequence diagram in Figure 19 to show the state of each host after it receives an incoming signal. Assume that the TCP entities in both hosts start in
                    the ‘CLOSED’ state. You will need to infer the arrival of a primitive for some state transitions and you should include the
                    primitives on the diagram.
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                  Briefly describe what you believe is the function of each primitive listed in Table 5 based on its name and its parameters.
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          3.5 Internet protocol (IP)

          At the time of writing (2002), two versions of IP are available: versions 4 and 6. In this section I shall describe version
            4, which is abbreviated to IPv4, as it is the more widely available version. Version 6 may eventually replace version 4 because
            it has some additional features that may prove essential for multiservice networks. 
          

          IPv4 is the main TCP/IP protocol in the internetwork layer of the TCP/IP reference model. It supports a connectionless service
            between hosts in an internetwork and its principal function is to forward the protocol data units, called datagrams in IP terminology. This is achieved by each datagram carrying a unique address of its destination. Figure 21 shows the format
            of an IPv4 datagram.
          

          
            [image: Figure 21]

            Figure 21 IPv4 datagram

          

          The following fields are identified in Figure 21:

          
            	 						
              version number (4 bits) – identifies the version of IP that sent this datagram;
 					
            

            	 						
              header length (4 bits) – contains the number of 32-bit words in the header;
 					
            

            	 						
              type of service (8 bits) – identifies the service requirements, such as reliable data transfer or fast data transfer, which
                can influence the choice of route;
              
 					
            

            	 						
              total length (16 bits) – gives the total number of bytes in the header and user data field;
 					
            

            	 						
              identification (16 bits) – provides a means of identifying datagrams that carry parts of the same data from the transport
                layer. A router may need to fragment a datagram for transfer through sections of an internetwork, and if this occurs all datagrams
                carrying fragments of the original datagram have the same value in this field so that they can be re-assembled before being
                passed to the transport layer of the destination host;
              
 					
            

            	 						
              DF (1 bit) – the ‘don't fragment flag’ indicates that a datagram should not be fragmented;
 					
            

            	 						
              MF (1 bit) – the ‘more fragments flag’ indicates that a datagram is not the last fragment;
 					
            

            	 						
              fragment offset (13 bits) – indicates where the fragment belongs when measured in multiples of 8 bytes. The first fragment
                has an offset of 0;
              
 					
            

            	 						
              time to live (8 bits) – gives a way of indicating how long a datagram should exist in an internetwork. In practice, the time-to-live
                field is a hop counter, which is decremented by 1 each time a datagram is forwarded by a router. A datagram is discarded if
                the time-to-live value reaches 0;
              
 					
            

            	 						
              protocol (8 bits) – identifies the protocol that is using IP, e.g. TCP or UDP;
 					
            

            	 						
              header checksum (16 bits) – contains a simple form of cyclic redundancy check for a datagram, but is applied only to the header
                information;
              
 					
            

            	 						
              source address (32 bits) – contains the network address of the host which sent the datagram;
 					
            

            	 						
              destination address (32 bits) – contains the network address of the host which should receive the datagram;
 					
            

            	 						
              options (0 or more 32-bit words) – provides a way of identifying optional features associated with security or routing;
 					
            

            	 						
              user data (optional) – contains the data from the higher layer.
 					
            

          

          The IPv4 network addresses, which appear in the source and destination fields, are very important and are described in the
            next subsection.
          

          
            3.5.1 IPv4 Addresses

            The allocation of addresses on the Internet is controlled by the Internet Assigned Numbers Authority (IANA), although authority
              is delegated to several local registries. IPv4 addresses may be interpreted in two ways. Initially, they were divided into
              distinct ranges of addresses called classes, but this proved to be inflexible and now a more flexible scheme, called classless
              addressing, dominates IPv4 internetworks. I shall describe both ways of interpreting IPv4 addresses because the limitation
              of the first interpretation leads naturally to the need for the second interpretation. The formats of the four allocated classes
              of IPv4 addresses are shown in Figure 21 and their ranges are listed in Table 6. The values in the table follow the standard
              dotted-decimal convention of splitting each 32-bit address into four bytes, and expressing the values of the bytes as denary
              numbers separated by full stops.
            

            
              [image: Figure 22]

              Figure 22 IPv4 Internet address formats

            

            
               							Table 6: IPv4 Internet address ranges
              

              
                
                  
                    	Class
                    	Range
                  

                  
                    	
                    	Lowest
                    	Highest
                  

                  
                    	A
                    	0.0.0.0
                    	127.255.255.255
                  

                  
                    	B
                    	128.0.0.0
                    	191.255.255.255
                  

                  
                    	C
                    	192.0.0.0
                    	223.255.255.255
                  

                  
                    	D
                    	224.0.0.0
                    	239.255.255.255
                  

                
              

              

            

            Addresses in the range 240.0.0.0 to 255.255.255.255 are reserved for future use.

            IPv4 address classes A to C identify single hosts, and are called unicast addresses. Looking at Figure 22, you can see that the IPv4 addresses consist of three parts: a prefix identifying the class of address,
              the address of a network, and the address of a host within the network. For instance, a class C address is identified by the
              prefix 110, the network address consists of 21 bits, and the host address consists of eight bits. This means that, in principle,
              there can be 221 =  2097152 networks in an internetwork with class C addresses, and each single network can have 28 =  256 hosts connected to it. In practice, some addresses are reserved and cannot be allocated to networks or hosts.
            

            
              
                SAQ 11

              

              
                
                  To which class does the IPv4 address 157.107.34.5 belong?

                

                View answer - SAQ 11

              

            

            Class D addresses are allocated to groups of hosts rather than single hosts. The group is identified by a single 28-bit address,
              called a multicast address, and the datagram is delivered to all the hosts in the group. Some multicast addresses are reserved for specific groups of
              hosts, such as all routers connected to a LAN. Other multicast groups can be constructed by hosts sending appropriate management
              messages. Multicast datagrams are routed through an internetwork by special multicasting routers.
            

            The main benefit of multicasting is that routers can optimise the distribution of datagrams to avoid unnecessary duplication.
              For instance, if a host wishes to send a single datagram to 100 destinations by unicasting, it has to send 100 copies of the
              datagram. However, if all the 100 destinations belong to a single multicast group, the originating host can send a single
              multicast datagram and the routers will duplicate the datagram only where necessary to deliver it to destinations with which
              they have different interfaces. This reduces the total number of copies of the datagram that exist in the internetwork.
            

            The division of IPv4 unicast addresses into three classes is not a very efficient way of allocating addresses. A network with,
              say, 300 hosts would have to be given a class B address, which allocates 16 bits to host addresses and therefore can accommodate
              216 =  65536 hosts. However, only 300 of these addresses would be allocated – the rest would be wasted. A classless addressing
              scheme has therefore been introduced to reduce the inefficiency in the original IPv4 addressing scheme.
            

             						Classless IPv4 addresses are written in the same dotted-decimal notation as the original addressing scheme, but are followed by a forward slash and
              the number of bits in the network part of the address, which precedes the host address. For example, the classless address
              196.19.0.48/16 identifies the network address as 196.19 (11000100 00010011) and the host address within the network as 0.48
              (00000000 00110000).
            

            The routing of IPv4 datagrams is based on the network address component of the IPv4 destination address. The network address
              can be conveniently isolated by using the simple Boolean operator AND with a binary number which has ones in all bit positions
              of the network address component. This process is called masking and the binary number used to isolate the network address component is called a bit mask. For example, the network address
              in the IP address 196.19.0.48/16 can be isolated by the bit mask 255.255.0.0. The bit masks are set up in each router as part
              of the routing functions of an internetwork.
            

            The unit team hope you will find spreadsheets very useful during your study of this unit. The following activity and SAQ ask
              you to use fairly simple spreadsheets.
            

            
              
                The worksheet ‘IPv4 classes’ in the spreadsheet ‘Protocols’ converts IPv4 addresses expressed as 32-bit binary numbers to
                  dotted-decimal numbers. The spreadsheet supplied below is set up to convert the upper and lower addresses in the four classes
                  of addresses. Use this spreadsheet to confirm the address ranges in Table 6.
                

                Some calculators, such as the Windows calculator, convert between binary and denary numbers, and you may like to check the
                  answers in the spreadsheet. If you are unfamiliar with binary numbers you may find it worthwhile using this spreadsheet to
                  convert other binary numbers.
                

              

            

            Click on the 'View document' link below to open the spreadsheet. You will find it attached to a PDF.

            
              View document

            

            
              
                SAQ 12

              

              
                
                  Find the bit masks and hence the network addresses for the following IPv4 classless addresses:

                  
                    	 									
                       										(a) 197.134.5.45/12
                      
 								
                    

                    	 									
                       										(b) 220.5.47.101/10
                      
 								
                    

                    	 									
                       										(c) 175.121.56.221/8
                      
 								
                    

                  

                  The worksheet ‘SAQ 6’ The worksheet SAQ 3.3 in the spreadsheet. ‘Protocols’ may be used for this SAQ. You may like to change the values in this
                    spreadsheet to see the effects of other bit masks.
                  

                

                View answer - SAQ 12

              

            

          

          
            3.5.2 IP forwarding

            At the internetwork layer, forwarding is based on the network address part of the IPv4 address. Two basic forms of forwarding
              are carried out by a router or host – direct and indirect. Direct forwarding takes place where the destination IPv4 address is on a network attached to the router or host. Indirect forwarding takes place where the destination IPv4 address is not on a network connected to the router or host, and the datagram therefore
              has to be forwarded to a router further along the path through the internetwork. Where a router is connected to several networks,
              forwarding is more complicated than in the case of hosts, which are typically connected to a single network. Figure 23 shows
              a simple internetwork in which we can look at examples of direct and indirect forwarding.
            

            
              [image: Figure 23]

              Figure 23 Direct and indirect forwarding

            

            In Figure 23 there are four networks forming part of an internetwork. The IPv4 addresses are class B and the network addresses
              are given in the figure. Each of hosts A to J has a connection to only one network and their IP addresses can be found by
              prefixing the network addresses to the host addresses shown in the figure. For instance, the full address for host B is 128.20.1.2
              and that for host G is 128.40.1.2. The router labelled R1 is connected to three networks, whereas router R2 is connected to
              only two. In each case the interface to each network has a separate IPv4 address.
            

            Suppose that host B sends a datagram to host C. Assume that host B knows the IP address of host C (128.20.1.3) and from this
              it knows that C is on the same network as itself. This means that B can invoke the services of its host-to-network layer to
              deliver the datagram.
            

            Now suppose that host A wishes to send a datagram to host J. Assume that A knows the IPv4 address of the destination host
              J (128.50.1.2) but this time from the address it knows that it does not have a direct connection to J. Host A therefore has
              to forward the datagram to a router. The actual delivery of the datagram is one of the functions performed by the host-to-network
              layer. The forwarding information is stored in a data structure called a. forwarding table. In this example the forwarding table for host A would be very simple, as is shown in Table 7. Note that the destination
              address (J) in the IP datagram is not changed.
            

            
               							Table 7: Forwarding table for host A
              

              
                
                  
                    	Network address
                    	Direct/Indirect
                    	Router
                    	Interface number
                  

                  
                    	128.20
                    	Direct
                    	–
                    	1
                  

                  
                    	128.30
                    	Indirect
                    	128.20.1.4
                    	1
                  

                  
                    	128.40
                    	Indirect
                    	128.20.1.4
                    	1
                  

                  
                    	128.50
                    	Indirect
                    	128.20.1.4
                    	1
                  

                
              

              

            

            Host A forwards datagrams directly if they are addressed to network 128.20, or indirectly via router R1 if they are addressed
              to any of the other networks.
            

            Table 8 shows the forwarding table for router R1. In this case, R1 has direct connections to three networks (128.20, 128.30,
              128.40) and an indirect connection, via router R2, to the fourth network (128.50).
            

            
               							Table 8: Forwarding table for router R1
              

              
                
                  
                    	Network address
                    	Direct/Indirect
                    	Router
                    	Interface number
                  

                  
                    	128.20
                    	Direct
                    	–
                    	1
                  

                  
                    	128.30
                    	Direct
                    	–
                    	2
                  

                  
                    	128.40
                    	Direct
                    	–
                    	3
                  

                  
                    	128.50
                    	Indirect
                    	128.40.1.4
                    	3
                  

                
              

              

            

            To give you some idea of scale, some routers in the Internet have forwarding tables containing of the order of 50000 entries.
              In practice, hosts and routers do not have entries for all network addresses and a default router may be specified for those
              network addresses that are not recognised. In addition, several network addresses that have the same interface may be amalgamated
              into a single entry by a process called route aggregation. This is discussed in more detail in the next section under the
              topic of forwarding equivalence classes. A datagram is discarded if it has a destination network address for which no entry
              appears in the forwarding table and if there is no default entry in the forwarding table.
            

            For the host-to-network layer to deliver the datagram, the host must know the physical address of the destination host. The
              physical address is not the same as the IP address because different networks have different addressing schemes for identifying
              systems. For instance, terminals connected to an Ethernet LAN are given addresses by the manufacturer and these addresses
              do not change if the terminals are transferred to different LANs. How a host gets the physical address on a LAN is the topic
              of the next section. Other protocols exist for other types of network.
            

          

          
            3.5.3 Address resolution on LANS

            A host finds the hardware address that corresponds to an IP address by referring to a look-up table that contains the translation
              between the two types of address. The look-up table could be maintained manually by a network administrator, but this would
              be very slow. A far better solution is for the host to maintain the table automatically. Whenever a host has to send a datagram
              to an unknown IP address it sends a message to all the other hosts on the LAN. The host that recognises the IP address as
              its own will respond by returning a message with its physical address. The original host will then pass the physical address
              and datagram to its host-to-network layer for delivery to the destination host. The translation between IP address and physical
              address is stored in the look-up table so that, should another datagram arrive for delivery to the same destination host,
              the original host only has to refer to the look-up table. The protocol that specifies the communication between hosts for
              the translation of addresses is called the address resolution protocol (ARP).
            

          

          
            3.5.4 Primitives

            The two abstract primitives described in the specification of IPv4 are given in Table 9 but, as with TCP, different systems
              may implement the interface in different ways. In some computer systems the TCP and IP software may be written as a single
              software module, and in these cases there is not a clear interface between the two layers.
            

            
               								Table 9: IPv4 primitives
              

              
                
                  
                    	Primitive name
                    	Primitive parameters
                  

                  
                    	Recv
                    	Buffer pointer, protocol, source address, destination address, type of service, length of buffer, optional user data
                  

                  
                    	
                    	Returns a report on the outcome of the primitive
                  

                  
                    	Send
                    	Source address, destination address, protocol, type of service, time to live, buffer pointer, length of buffer, identifier,
                      don't fragment flag, optional user data
                    
                  

                  
                    	
                    	Returns a report on the outcome of the primitive
                  

                
              

              

            

            You should be able to match most of the parameters to fields in IPv4 datagrams.
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                  Identify the protocol data units and primitives required to send an HTTP command between a client and server in the transport
                    and internetwork layers.
                  

                

                View answer - SAQ 13

              

            

          

        

      

    

  
    
      
        4 ATM protocol architecture

        
          4.1 What is ATM protocol architecture?

          The asynchronous transfer mode (ATM) protocol architecture is designed to support the transfer of data with a range of guarantees for quality of service.
            The user data is divided into small, fixed-length packets, called cells, and transported over virtual connections. ATM operates
            over high data rate physical circuits, and the simple structure of ATM cells allows switching to be performed in hardware,
            which improves the speed and efficiency of ATM switches.
          

          Figure 24 shows the reference model for ATM. The first thing to notice is that, as well as layers, the model has planes. The
            functions for transferring user data are located in the user plane; the functions associated with the control of connections
            are located in the control plane; and the co-ordination functions associated with the layers and planes are located in the
            management planes.
          

          
            [image: Figure 24]

            Figure 24 ATM reference model

          

          The three-dimensional representation of the ATM protocol architecture is intended to portray the relationship between the
            different types of protocol. The horizontal layers indicate the encapsulation of protocols through levels of abstraction as
            one layer is built on top of another, whereas the vertical planes indicate the functions that require co-ordination of the
            actions taken by different layers. An advantage of dividing the functions into control and user planes is that it introduces
            a degree of independence in the definition of the functions: the protocols for transferring user data (user plane) are separated
            from the protocols for controlling connections (control plane).
          

          The protocols in the ATM layer provide communication between ATM switches while the protocols in the ATM adaptation layer
            (AAL) operate end-to-end between users. This is illustrated in the example ATM network in Figure 25.
          

          Two types of interface are identified in Figure 24: one between the users and the network (user-network interface), and the
            other between the nodes (switches) within the network (network-node interface).
          

          
            [image: Figure 25]

            Figure 25 ATM network

          

          Before describing the functions of the three layers in the ATM reference model, I shall briefly describe the format of ATM
            cells. Figure 26 shows the two basic types of cell.
          

          
            [image: Figure 26 ]

            Figure 26 (a) ATM cells at the user-network interface; (b) ATM cells at the network-node interface

            View description - Figure 26 (a) ATM cells at the user-network interface; (b) ATM cells at the network-node ...

          

          Each ATM cell consists of 53 bytes: the header is five bytes long and the remaining 48 bytes (the cell payload) carry information
            from higher layers. The only difference between the two types of ATM cell is that the cells at the user-network interface
            carry a data field for the flow control of data from users. This means that only eight bits are available for virtual path
            identifiers, rather than 12 bits at the network-node interface.
          

          The virtual connections set up in ATM networks are identified by the combination of the virtual path identifier and virtual channel identifier fields shown in Figure 26. These two fields provide a hierarchy in the numbering of virtual connections, whereby a virtual
            path contains a number of virtual channels as is illustrated in Figure 27. An advantage of this hierarchy is that in some
            cases the switching of ATM cells may be based on the virtual path identifier alone.
          

          
            [image: ]

             									Figure 27: Virtual path and virtual channel relationship (Source: adapted from ITU-T 1–150, 1999, Figure 1)
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                how many different virtual connections can exist between a user and an ATM network, and between a node and an ATM network?

              

              View answer - SAQ 14

            

          

          The payload type field identifies the type of cell. I do not intend to describe the specific types of ATM cell, but there are types for carrying
            user information, signalling information for controlling virtual connections, and management information. There are two basic
            types of user information cell: one in which congestion has been identified and one in which it has not.
          

          The cell loss priority (CLP) field is a single bit; if the bit is 0 that cell has a high priority, and if the bit is 1 the cell has a low priority.
            This information may influence the decision whether to discard cells if a network becomes congested.
          

          The header error control field contains a cyclic redundancy check on the other bytes in the header.
          

        

        
          4.2 ATM layers

          In this section I shall briefly review some of the main functions of the ATM layers but I shall not go into too much detail
            because at this stage we are interested in only the general points about protocols.
          

          
            4.2.1 ATM physical layer

            The ATM physical layer is divided into two sub-layers: the transmission convergence sub-layer and the physical medium sub-layer.
            

            Functions of the transmission convergence sub-layer include generating and receiving cells, and generating and verifying the cyclic redundancy check in the header error control
              field. For correct interpretation of ATM cells it is important to identify the beginning of a cell. In theory, if ATM cells
              are transmitted as a continuous stream of bits, once a receiver has found the start of one cell, the start of the next cell
              starts 53 × 8 =  424 bits later. However, this still leaves the problem of identifying the start of the first ATM cell. The
              sending device inserts a cyclic redundancy check word in the header error control field in each ATM cell. A receiving device
              performs cyclic redundancy checks on 40 consecutive bits (five bytes) of the bit stream, so valid headers will pass this test.
              Of course, it is possible that any 40 bits may pass a cyclic redundancy check by chance. To avoid the possibility of misinterpretation,
              a receiver will check the header error control bytes of the next few cells before assuming that it has managed to synchronise
              with the arrival of ATM cells over a link. Unfortunately, because of mismatches in the timing of senders and receivers, it
              is possible to lose bits. Therefore, the receiver should still monitor the header error control field. If several consecutive
              cells fail the cyclic redundancy check, the receiver assumes that it has lost synchronisation over that link and starts again
              to look for ATM headers by examining 40 consecutive bits. This process is shown as a state diagram in Figure 28. The number
              of correct header error control checks that should occur before the receiver assumes synchronisation is expressed as [image: ][image: ] and the number of incorrect checks that can occur before it assumes loss of synchronisation is expressed as [image: ][image: ].
            

            
              [image: Figure 28]

              Figure 28 ATM cell synchronisation
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                  Why is it not assumed that synchronisation is lost after a single header error control check failure, i.e. [image: ] = 1?
                  

                

                View answer - SAQ 15

              

            

            The functions of the ATM physical medium sub-layer are associated with the transmission of bits over a specific physical medium. The main transmission m 
            

          

          
            4.2.2 ATM layer

            The primary functions of the ATM layer are associated with the routing and switching of ATM cells. Because ATM cells are packets, the switches are packet switches
              and the switching operation can be called forwarding, but by convention, because the ATM layer provides a connection-oriented
              service, the term ‘forwarding’ is generally not used.
            

            The path cells take and the resources allocated to them depend on their service category. This is determined when a virtual
              connection is established. The following service categories are recognised by the ATM layer:
            

            
              	 							
                Constant bit rate – a constant data rate is allocated and is continuously available for the duration of a connection.
 						
              

              	 							
                Real-time variable bit rate – there are some commitments about the data rate to be made available, and the delay and variation
                  in delay are tightly controlled.
                
 						
              

              	 							
                Non-real-time variable bit rate – there are some commitments about the data rate to be made available, but no delay limits
                  are placed on the delivery of cells.
                
 						
              

              	 							
                Unspecified bit rate – there are no commitments about the data rate to be made available.
 						
              

              	 							
                Available bit rate – the data rate made available may be changed during the time a connection is maintained.
 						
              

              	 							
                Guaranteed frame rate – there is a commitment about the minimum data rate of a connection.
 						
              

            

            There are two types of virtual circuit – switched virtual circuits and permanent virtual circuits. The two types are similar
              in that they must be established before user data can be transferred; the difference is how they are set up. Switched virtual circuits are set up in response to user requests to transfer data and are released once that exchange has been completed. Permanent virtual circuits are set up by management activities in response to contracts established between users and are expected to last much longer
              than switched virtual circuits. The word ‘permanent’ may be misleading because permanent virtual circuits do change in a network,
              but they change relatively infrequently, and from the point of view of users they are always available. Both types of virtual
              circuit are controlled by functions in the control plane of the ATM reference model and are very important for the routing
              and switching of ATM cells.
            

            I do not intend to go into the details of particular control protocols adopted by ATM. For our purposes here it is sufficient
              to understand that virtual circuits are established in response to set-up messages which contain the address of the destination.
              These connections are virtual connections, similar to TCP connections, but they take place at a lower level of abstraction.
              ATM switches examine the destination address in a set-up message and decide the best path to take for the service category
              intended for that connection. Each link in the path is identified by a virtual path identifier and a virtual channel identifier.
              Once a virtual circuit has been established, ATM cells carrying user data are switched according to their virtual path and
              virtual channel identifiers. For the purposes of switching, permanent virtual circuits are treated identically to switched
              virtual circuits.
            

            The switching information in each ATM switch takes the form of a forwarding table, like the example in Table 10. For connection-oriented
              networks, a forwarding table is sometimes called a connection table and the term ‘forwarding’ is restricted to connectionless
              networks.
            

            
               							Table 10: ATM forwarding table
              

              
                
                  
                    	Incoming
                    	Outgoing
                  

                  
                    	Interface number
                    	Virtual path identifier
                    	Virtual channel identifier
                    	Interface number
                    	Virtual path identifier
                    	Virtual channel identifier
                  

                  
                    	1
                    	1
                    	5
                    	2
                    	3
                    	5
                  

                  
                    	1
                    	2
                    	4
                    	4
                    	2
                    	7
                  

                  
                    	…
                    	…
                    	…
                    	…
                    	…
                    	…
                  

                
              

              

            

          

          
            4.2.3 ATM adaptation layer

            The basic function of the ATM adaptation layer is to convert the user data supplied by higher layers into 48-byte blocks of data. The ATM adaptation layer is divided into
              two sub-layers – the convergence sub-layer, and the segmentation and re-assembly sub-layer. The convergence sub-layer provides services to higher layers through a set of protocols, but I do not need to describe these here. The segmentation and re-assembly sub-layer separates the messages from the convergence sub-layer into ATM cells. Each of the two sub-layers adds some protocol information,
              which is transported in the payload of ATM cells as illustrated in Figure 29.
            

            
              [image: Figure 29]

              Figure 29 ATM adaptation layer functions (Source: based on Tanenbaum, 1996, Figure 6.38)

            

          

        

        
          4.3 IP over ATM

          You have seen that the IP protocol supports a connectionless service, and the ATM and TCP protocols support a connection-oriented
            service.
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                What are the relative advantages and disadvantages of connectionless and connection-oriented services for transporting data
                  through a communication network?
                

              

              View answer - SAQ 8 (Revision)

            

          

          The Internet and internetworks in general consist of many physical networks, which may be of different types. After all, one
            of the main advantages of the TCP/IP protocol suite is its compatibility with many different network technologies. The host-to-network
            layer in the TCP/IP protocol model may transfer data over a range of network links – relatively slow modem links to homes,
            fast LANs interconnecting many computers within a building, fast private point-to-point links rented from telephone network
            operators. The example I wish to explore in this section is sending IP traffic over an ATM network.
          

          Telephone network operators have installed a large amount of ATM equipment and it is likely that in the future a significant
            amount of traffic will be transported over ATM networks for part of its path between users. The ATM portions of the paths
            are of no interest to users because all they are concerned about is the quality of service they receive, not how it is achieved.
          

          Several techniques exist for sending IP traffic over ATM networks. The technique I shall describe is label switching. However,
            you should bear in mind that there are other approaches and that label switching has wider application than supporting IP
            traffic over ATM networks. I shall ignore many of the intricate problems that arise when two significantly different technologies
            work together.
          

          Before discussing label switching, however, I need to review the two basic mechanisms for transporting packets in packet-switched
            networks, which I shall call forwarding and routing. Unfortunately, these terms tend to be used interchangeably in the literature
            and their exact meaning has to be derived from the context. In this section I shall try to be more precise and define forwarding as the process of receiving a packet and passing it on to the next stage in the path to its destination, that is, packet
            switching. This generally involves a packet switch referring to a table that identifies the next path for each destination.
            This table is commonly called a forwarding table (see examples discussed earlier for ATM and IP), but it is also frequently
            called a routing table.
          

          The entries in a forwarding table are determined by the routing process. The best path through a network is chosen from information about which links are available between switches. Selection
            of the best path can be based on the current level of traffic, which means that the contents of a forwarding table will change.
            Changes are made in the background to the forwarding process. Protocols that are specific to a network transport routing information
            between switches.
          

          Generally in a large IP internetwork, it is impracticable for each router to contain an entry for each network address, so
            several network addresses are amalgamated into a single entry called & forwarding equivalence class. For example, imagine that a router knows that all packets destined for network addresses 132.141.0.0/16 (10000100 10001101),
            132.152.0.0/16 (10000100 10011000) and 132.172.0.0/16 (10000100 10101100) should be forwarded over the same path. The 10 most
            significant bits of the 16-bit network addresses have the same value for all three addresses, so the forwarding table could
            have a single entry for the value 132.128.0.0/10 (10000100 10000000).
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                What is the longest forwarding equivalence class address if datagrams for the network addresses 201.192.0.0/8, 200.128.0.0/8
                  and 201.64.0.0/8 are forwarded over the same interface?
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          With forwarding equivalence classes it is possible for a network address to match more than one entry in a forwarding table
            and the path chosen will be the one with the longest matching address.
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                The following network addresses appear in a forwarding table:

                
                  	 								
                    182.0.0.0/8
 							
                  

                  	 								
                    182.64.0.0/10
 							
                  

                  	 								
                    182.128.0.0/10
 							
                  

                  	 								
                    182.160.0.0/12
 							
                  

                  	 								
                    182.144.0.0/12.
 							
                  

                

                Which of the entries match the IPv4 address 182.145.57.3?

              

              View answer - SAQ 17

            

          

          The searching for the longest match in a forwarding table takes place in each router in a connectionless network. The forwarding
            decision in a connection-oriented network is based on virtual path identifiers, which tend to be of fixed lengths. This simplifies
            the searching process. Label switching in essence brings this advantage of connection-oriented networks to connectionless protocols. Within a label-switched network,
            packets are forwarded according to labels added to them rather than according to the destination address stored in the packet
            header.
          

          A router that is located around the periphery, or boundary, of a network is called an edge router. At an edge router of a label-switched network the destination addresses have to be converted to labels, but once within
            a label-switched network forwarding is achieved by inspection of labels alone. In ATM networks the labels can be inserted
            in the existing fields for virtual path and/or virtual channel identifiers. In other networks it may be necessary to encapsulate
            the IP datagram in another packet which contains a label in its header.
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                Label switching seems to add extra overheads to forwarding packets. Suggest what advantages it may have.
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          Figure 30 shows the operation of IP over ATM using label switching. Although the figure shows only the entries for the paths
            from IP network 131.30.xx, it is a fairly complicated diagram, so you will need to spend some time working through the forwarding
            tables. The association of labels with IP forwarding equivalence class addresses is part of the routing process and is accomplished
            by a label distribution protocol in conjunction with the ATM signalling protocol for establishing virtual circuits.
          

          
            [image: Figure 30]

            Figure 30 P over ATM
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                Compare the functions of forwarding IP datagrams and ATM data cells.

              

              View answer - SAQ 19

            

          

        

      

    

  
    
      
        Conclusion

        
          
            Now that you have completed this unit it is a good idea to reflect on what you have learned, and a good way of reflecting
              on your learning is to write a summary of the material. A brief summary is provided below, but this is no substitute for your
              own summary. You may also find it useful to note any points you are unsure of and wish to follow up by further reading. Posting
              a message on the OpenLearn forums board may elicit suggestions and support from fellow students.
            

          

        

        There are two basic types of switching – circuit switching and packet switching. A physical communication channel is established
          for the exclusive use of a call in a circuit-switched network. In contrast, physical communication channels are shared in
          a packet-switched network. Packet switching is described as store-and-forward because a switch will store packets and then
          forward them when resources become available.
        

        Networks can provide connection-oriented and connectionless services. In a connection-oriented service, a connection must
          be established before user data is transferred, whereas this is not necessary for a connectionless service. The connections
          need not be physical channels, and generally exist to organise the flow of packets rather than to reserve resources.
        

        The OSI reference model is an approach to the separation of the communication functions of systems into seven layers: application,
          presentation, session, transport, network, data link and physical. The concept of layering is common with most protocols,
          although the seven layers advocated by OSI are not always followed. The vertical flow of data is represented by primitives
          being issued and received across layer boundaries. The four basic primitive types are: request, indication, response, and
          confirm. The flow of data between peer layers in different systems is called horizontal communication and is governed by protocols,
          which enable a layer to provide services to the layer above. One or more protocols is available to each layer. A protocol
          defines the structure and the meaning of protocol data units and therefore how the systems communicate. A protocol data unit
          in a higher layer is encapsulated in a protocol data unit in a lower layer.
        

        Each layer, except the lowest, works at a level of abstraction based on the services provided by lower layers. For instance,
          higher layers can ignore the problems that arise with specific physical media, such as optical fibre and twisted pair, because
          the physical layer deals with problems associated with the types of physical medium.
        

        The Internet is based on the TCP/IP protocol suite, which generally has a four-layer model: application, transport, internetwork,
          and host-to-network. The hypertext transfer protocol (HTTP) is an example of an application layer protocol, but there are
          several others. The principal transport layer protocol is the transmission control protocol (TCP), which provides a connection-oriented
          service. A three-way handshake provides a reliable means of establishing a connection. Sequence numbers allow any missing
          data to be identified. The main internetwork layer protocol is the internet protocol (IP), which provides a connectionless
          service. IPv4 addresses identify all hosts on an internetwork and have 32 bits. The number of bits allocated to host and network
          addresses is determined either by the uppermost bits if the class form of addressing is used, or by masks if the classless
          form of addressing is used. The forwarding of IP datagrams is accomplished by forwarding tables, which are set up by the routing
          process of an internetwork. Entries in a forwarding table denote either a direct path or an indirect path for a network address.
          In the former case the router is able to forward the datagram over a direct connection. In the latter case the final destination
          is on a network to which the router does not have a direct connection.
        

        The asynchronous transfer mode (ATM) protocol is based on 53-byte cells. The ATM layer provides a connection-oriented service
          and several service categories are available: constant bit rate, real-time variable bit rate, non-realtime variable bit rate,
          unspecified bit rate, available bit rate and guaranteed frame rate. A virtual connection is identified by the combination
          of a virtual path identifier and a virtual channel identifier.
        

        One approach to providing IP over an ATM network is label switching. Edge routers of an ATM network convert between forwarding
          equivalence classes (i.e. significant parts of IP network addresses) and labels. The labels are transferred in the virtual
          path identifier and/or virtual channel identifier fields in ATM headers.
        

        
          
            SAQ 20

          

          
            
              Where possible, give examples and brief descriptions from TCP/IP and ATM protocols of the following OSI general functions
                identified in Section 2:
              

              
                	 							
                  connection control
 						
                

                	 							
                  data flow
 						
                

                	 							
                  segmentation and re-assembly
 						
                

                	 							
                  sequencing
 						
                

                	 							
                  acknowledgement
 						
                

                	 							
                  error control
 						
                

                	 							
                  synchronisation
 						
                

                	 							
                  addressing and routing
 						
                

                	 							
                  multiplexing and demultiplexing.
 						
                

              

              This unit has not explicitly addressed all the above issues, so you may not be able to give examples of every function.

            

            View answer - SAQ 20
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        SAQ 1

        Answer

        Table 2 contains my review of the features.

        
           								Table 2: Answer to SAQ 1
          

          
            
              
                	Feature
                	Packet-switched connection- oriented mode
                	Packet-switched connectionless mode
              

              
                	Reserved transmission capacity
                	Maybe1 									
                
                	No
              

              
                	Data rate constantly available
                	No
                	No
              

              
                	Store-and-forward
                	Yes
                	Yes
              

              
                	Constant route for packets
                	Yes
                	No
              

              
                	Connection set-up
                	Yes
                	No
              

              
                	Variable delay
                	Yes2 									
                
                	Yes
              

              
                	Control of quality of service
                	Yes
                	Maybe3 									
                
              

            
          

          

        

         							1 Reservation of buffer space may take place at the time of connection set-up.
        

         							2 The variability in delay may be lower for the connection-oriented mode because of greater control over the quality of service.
        

         							3 Some measures of quality of service may be provided on a packet-by-packet basis by giving priority to some types of packet
          over others. This means that some applications may be given a better service than others, but it is difficult to provide absolute
          guarantees of quality of service.
        

        Back

      

    

  
    
      
        SAQ 2

        Answer

        See Figure 3.

        
          [image:  Figure 3]

          Figure 3 Answer to SAQ 2

        

        The time required to transmit a packet of 200 bytes at a data rate of 500 kbit/s is given by:

        
          [image: ]

        

        The time required to transmit a packet of 200 bytes at a data rate of 1 Mbit/s is given by:

        
          [image: ]

        

        The time required for a signal to travel between A and C and between C and B is given by:

        
          [image: ]
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        SAQ 3

        Answer

        I have listed my version of the views below, but don't worry if you have included other points or you don't understand at
          this stage all the points I have included.
        

        
          	 								
            The physical layer deals with the practicalities of transmitting data over a physical medium and hides these from the data
              link layer. So from the data link layer's viewpoint transmitting data takes the form of sending 1s and 0s.
            
 							
          

          	 								
            The data link layer may have to deal with errors occurring during transmission and with complications that arise from sharing
              a transmission medium. These problems are hidden from the network layer.
            
 							
          

          	 								
            From the network layer's viewpoint a network sends blocks of data between switches, but these blocks may be lost or reordered.
              The network layer navigates the blocks of data through the network(s) and hides these complications from the transport layer.
            
 							
          

          	 								
            The transport layer does not need to know about the physical structure, or architecture, of the network(s). It views a network
              as a direct channel between two users for transporting data.
            
 							
          

          	 								
            The session layer does not always take any actions associated with the transport of data, but it may have to enhance the services
              of the transport layer in order to fulfil user requirements. For instance, a session may involve a sequence of independent
              transactions.
            
 							
          

          	 								
            The presentation layer provides communication services to users about how certain information is represented, such as dates
              and people's names.
            
 							
          

          	 								
            The application layer deals with specific classes of applications and may involve the identification of users.
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        SAQ 4

        Answer

        In a connectionless service, the flow of data is not associated with a connection, so no connection primitive is issued. Each
          block of user data must therefore be accompanied by the information necessary for its delivery.
        

        Back

      

    

  
    
      
        SAQ 5

        Answer

        The entity in the sending system may have no way of knowing that the protocol data unit has been discarded, so it may do nothing.
          However, the entity may be expecting an acknowledgement and, if that does not arrive within a given period, it may decide
          to retransmit the protocol data unit or declare the connection to be faulty.
        

        Even if the receiving entity does nothing, that may not be the end of the story because an entity in a higher layer may detect
          that some data is missing and cause one or more of its protocol data units to be retransmitted.
        

        Back

      

    

  
    
      
        SAQ 6

        Answer

        The name of the host is ‘www.altavista.digital.com’, the name of the path is ‘cgi-bin/query’ and the search-part is ‘q=multi-service+network’.
          No port value is specified, so a default value is used.
        

        Back

      

    

  
    
      
        SAQ 7

        Answer

        Multiplexing and demultiplexing. Port numbers allow several applications to establish separate virtual connections to different
          applications.
        

        Back

      

    

  
    
      
        SAQ 8

        Answer

        As you will see in the next section, some TCP segments do not transfer data from higher layers but perform functions such
          as setting up a virtual connection.
        

        Back

      

    

  
    
      
        SAQ 9

        Answer

        See Figure 20. The names of the states appear in rectangles at appropriate points in the signal sequence diagram.

        
          [image: Figure 20]

          Figure 20 Answer to SAQ 9 
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        SAQ 10

        Answer

        My descriptions are given below:

        
          	 									
            abort – to terminate a connection and discard all pending data awaiting transmission or reception;
 								
          

          	 									
            close – to clear a connection once all data awaiting transmission is transmitted;
 								
          

          	 									
            open – to open a connection, in either passive or active mode;
 								
          

          	 									
            receive – to allocate buffer space to store incoming data;
 								
          

          	 									
            send – to indicate the buffer containing the data to be sent over a connection;
 								
          

          	 									
            status – to request information about the status of a connection.
 								
          

        

        The primitives are described more fully in RFC 793.
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        SAQ 11

        Answer

        The most direct approach to this question is by reference to Table 6. The IPv4 address 157.107.34.5 is within the address
          range for class B. You could also have answered this question by expressing the first byte of the address as a binary number
          and then identifying the prefix. In this case 157 is equal to the binary number 10011101 which is a class B address since
          the first two bits are 10.
        

        Back

      

    

  
    
      
        SAQ 12

        Answer

        The bit masks and network addresses are given below. Various short cuts are possible but, going through all the steps, the
          network address is isolated by first converting the IP address to a binary number and then ANDing with the mask.
        

         								(a) The bit mask has 1s in the first 12 bit positions:
        

        11111111 11110000 00000000 00000000

        which is 255.240.0.0 in the dotted-decimal form.

        The network address is isolated as follows:

        
          [image: ]

        

        The network address component is 110001011000.

         								(b) The bit mask has 1s in the first 10 bit positions:
        

        11111111 11000000 00000000 00000000 (255.192.0.0)

        The network address is isolated as follows:

        
          [image: ]

        

        The network address component is 1101110000.

         									(c) The bit mask has 1s in the first eight bit positions:
        

        11111111 00000000 00000000 00000000

        The network address is isolated as follows:

        
          [image: ]

        

        The network address component is 10101111.
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        SAQ 13

        Answer

        Assuming that a connection does not already exist between the HTTP application running on the client and the HTTP server application,
          the client application layer requests that the transport layer sets up a connection by issuing a TCP open primitive. Note
          that the foreign socket includes port number 80. (Before this request, the application would have to translate the host name
          to a network address to create the foreign socket value required by the open primitive.)
        

        The transport layer encapsulates the TCP segment that is setting up the connection in an IP datagram by invoking an IP send
          primitive. In other words, the TCP segment is the optional user data parameter of an IP send primitive. The TCP segment that
          is the third part of the three-way handshake, acknowledging the connection in the opposite direction, is encapsulated in another
          IP datagram. This is accomplished by the transport layer invoking another IP send primitive.
        

        The HTTP client application requests that the data representing the HTTP command be transferred to the HTTP server application
          by invoking a TCP send primitive. The transport layer transfers this data by invoking an IP send primitive, thereby encapsulating
          the TCP segment in an IP datagram. Depending on the size of the command, the transport layer may have to fragment the user
          data over several segments. Similarly, during the transport of the datagram(s) further fragmentation may take place.
        

        Back

      

    

  
    
      
        SAQ 14

        Answer

        between a user and an ATM network a total of 24 bits are available for identifying virtual connections; therefore there can
          be 224 =  16777216 connections. At the network-node interface a total of 28 bits are available, so the number of connections possible
          is 228 =  268435456.
        

        Back

      

    

  
    
      
        SAQ 15

        Answer

        Header error control check failures are more likely to be caused by simple transmission errors of misinterpreting a 1 for
          a 0, or vice versa, rather than a timing error causing a loss or insertion of a bit. Therefore, it is sensible to discard
          the ATM cell that failed the check, but still assume for the time being that the link is synchronised.
        

        Back

      

    

  
    
      
        SAQ 8 (Revision)

        Answer

        My list of the advantages and disadvantages of connectionless and connection-oriented services is given in Table 11. The list
          is not exhaustive and you may have included some other factors. Also you may wish to qualify some of those I have listed.
        

        
           								Table 11: Answer to SAQ 8 (Revision) 
          

          
            
              
                	Type of service
                	Advantages
                	Disadvantages
              

              
                	Connectionless
                	Data can be sent immediately without the overhead of setting up a connection
                	No intrinsic flow control No intrinsic error correction
              

              
                	
                	It is robust against link failures
                	Forwarding is based on full destination address
              

              
                	
                	The network switches do not need to maintain connections
                	Order of packets is not guaranteed
              

              
                	
                	 
                	There can be wide variation in the delay
              

              
                	
                	
                	
              

              
                	Connection- oriented
                	Flow control can be implemented within the service
                	Overhead of setting up a connection before data is sent
              

              
                	
                	Error control can be implemented within the service
                	Switches have to maintain connections
              

              
                	
                	Order of packets is maintained
                	 
              

              
                	
                	Forwarding is done according to simple connection identifiers
                	
              

            
          

          

        

        Back

      

    

  
    
      
        SAQ 16

        Answer

        Converting the network addresses to binary values:

        
          
            
              
                	201
                	11001001
              

              
                	200
                	11001000
              

              
                	201
                	11001001
              

            
          

          

        

        The longest match is on the first seven bits of the network addresses, which gives 200/7 or 201/7. The network addresses 200/7
          and 201/7 are indistinguishable, so either value could be chosen.
        

        Back

      

    

  
    
      
        SAQ 17

        Answer

        The IPv4 address as a binary number is 10110110 10010001 00111001 00000011 and comparing this address with the table entries
          gives:
        

        
          
            
              
                	
                	 										Table entry 									
                
                	 										Destination network address 									
                
                	 										Result 									
                
              

              
                	(a)
                	10110110
                	10110110
                	Yes
              

              
                	(b)
                	10110110 01
                	10110110 10
                	No
              

              
                	(c)
                	10110110 10
                	10110110 10
                	Yes
              

              
                	(d)
                	10110110 1010
                	10110110 1001
                	No
              

              
                	(e)
                	10110110 1001
                	10110110 1001
                	Yes
              

            
          

          

        

        Back

      

    

  
    
      
        SAQ 18

        Answer

        Possible advantages include the following:

        
          	 								
            if the label-switched network extends for most of the path between end users, then most of the packet forwarding would be
              done more efficiently than with conventional routers;
            
 							
          

          	 								
            label switching allows IP traffic to be carried by connection-oriented networks such as ATM;
 							
          

          	 								
            it may be possible to incorporate greater control over the quality of service by assigning packets associated with particular
              applications to higher-quality virtual circuits.
            
 							
          

        

        Back

      

    

  
    
      
        SAQ 19

        Answer

        IP datagrams are forwarded by routers (packet switches) according to network addresses and as a connectionless service. The
          path taken depends on the content of forwarding tables, which reflect the outcome of routing operations. The choice of path
          may vary during a flow of datagrams between users if the forwarding tables are updated.
        

        ATM data cells are forwarded (switched) according to the values of their virtual path and virtual channel identifiers. These
          identifiers refer to either a permanent virtual path or a switched virtual path, but in both cases a connection-oriented service
          is provided to users.
        

        The values of virtual path and virtual channel identifiers may vary as cells are forwarded (i.e. they have local significance),
          whereas network destination addresses in IP datagrams do not vary (i.e. they have global significance).
        

        Back

      

    

  
    
      
        SAQ 20

        Answer

        My examples are in Table 12, but you may have given others.

        
           							Table 14: Answer to SAQ 20
          

          
            
              
                	Layer function
                	TCP/IP example
                	ATM example
              

              
                	Connection control
                	The establishment and clearing of TCP connections
                	The establishment and clearing of switched and permanent virtual paths
              

              
                	
                	
                	 
              

              
                	Data flow
                	The window size, sequence and acknowledgement fields in TCP protocol data units may be used to control the flow of data, but
                  this is not discussed
                
                	No examples are given, but control of the flow of data is an important part of ATM
              

              
                	
                	
                	 
              

              
                	Segmentation and re-assembly
                	Segmentation and re-assembly may involve both the TCP and IP protocols. The stream of bytes received by the transport layer
                  is segmented into TCP segments, and these may be further fragmented at the internetwork layer. The appropriate layer at the
                  receiving system re-assembles the original data units
                
                	The ATM adaptation layer segments the user data into 48-byte blocks of data. The ATM adaptation layer in the receiving system
                  re-assembles the original data units
                
              

              
                	
                	
                	 
              

              
                	Sequencing
                	Sequence numbers are available in the TCP segments
                	This is not discussed, but sequencing may take place at the ATM adaptation layer
              

              
                	
                	
                	 
              

              
                	Acknowledgement
                	Acknowledgement numbers are available in TCP segments
                	This is not discussed, but acknowledgement may take place at the ATM adaptation layer
              

              
                	
                	
                	 
              

              
                	Error control
                	There are checksum fields in TCP and IP protocol data units, which imply that there may be some error detection available,
                  but this is not discussed
                
                	There is a header error control field in ATM cells, so some form of error detection is available, but this is discussed only
                  in the context of cell synchronisation
                
              

              
                	
                	
                	 
              

              
                	Synchronisation
                	Synchronisation of TCP segment sequence numbers takes place when connections are established
                	ATM cell synchronisation takes place at the ATM physical layer
              

              
                	
                	
                	 
              

              
                	Addressing and routing
                	Both the TCP and IP protocols use addresses. Network addresses are used at the internetwork layer for routing datagrams. Port
                  addresses are used at the transport layer for identifying TCP connections
                
                	Network addresses and routing are not discussed in the context of ATM, but virtual connections are identified by virtual path
                  and virtual channel identifiers
                
              

              
                	
                	
                	 
              

              
                	Multiplexing and demultiplexing
                	Multiplexing and demultiplexing of TCP connections are permitted through port numbers
                	Virtual path and virtual channel identifiers implement multiplexing and demultiplexing by allowing several virtual connections
                  to be supported by a single physical transmission medium
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        Figure 26 (a) ATM cells at the user-network interface; (b) ATM cells at the network-node interface

        Description
Figure 26 
        Back

      

    

  OPS/assets/_ff0ef3bf63d5727975fa1f97132cbacb35e77976_t822_1_ue008i.tif.jpg
AFSSSINE FRORNIAN TVIRUENS WRLNROIT RNRIE L Moy
111111 11110000 00000000 00000000 (255.240.0.0)

11000101 10000000 00000000 00000000 (197.128.0.0)





OPS/assets/_e33af04a9df085d89c974cfd97e0b3829c205d59_t822_1_ue006i.tif.jpg





OPS/assets/_e32cb8586b0f94548d8cda50b2122f8b469db48d_t822_1_006i.tif.jpg





OPS/assets/_fa290cd342ba4ca55946ee086bf0ed5cd0c2dfac_t822_1_013i.tif.jpg





OPS/assets/_f4844744a276311a71615ff252f0c84ec5982744_t822_1_001i.tif.jpg
S

e

s 5 5 B B £






OPS/assets/_ce0a76ff94d139cb9fc3926f675319f74059bcc8_t822_1_016i.tif.jpg





OPS/assets/_c3f30474dd68a88dda521b64b8ee04b5835ffaae_t822_1_012i.tif.jpg





OPS/assets/_d3c986e615af52d98ee2159f5114e2c4bec9ff99_ol_skeleton_keeponlearning_image.jpg





OPS/assets/_b776cd8d864d9a7572ecc6a30a625b4aa1da17a7_t822_1_007i.tif.jpg





OPS/assets/_b55fa180b11a68cd5727dbae85295562081363cf_t822_1_019i.tif.jpg





OPS/assets/_c2f5e0dd7a10a3a27420221c2b2640befb95e5cd_t822_1_028i.tif.jpg





OPS/assets/_ba7d699faea3ea055fc1bf9bd173789ef3813506_t822_1_003i.tif.jpg





OPS/assets/_a17e9c23f2964e4f5481cbff9a035491ffd3f984_t822_1_008i.tif.jpg





OPS/assets/_ac1bf28c54ffc690cb577fc0c715774764993599_t822_1_027i.tif.jpg





OPS/assets/_a175d43d785f5bcc3d63e15485f9724815d3a35d_Protocols_in_multi_service_networks_ebook_cover.jpg
Protocols in multi-service
networks

f“"}ﬁ
SN,

T 7\, ‘L/.
. . \\
\\

\,\/
2\ A
’l' g A

l
.

Free learning from
The Open University

OpenLearn






OPS/assets/_a8e0fe68ed201ae0767f5edfec4e7120e3b6f7a5_t822_1_009i.tif.jpg
051 appication layer
081 transport layer

031 network layer:

051 data ik and
“phyoical layers.

Application layer
Transport layer
Intemetwork layer

"Host-to-network layer





OPS/assets/_99ba51026b801c8efd087200fcbd9adb6c5ff7ab_t822_1_004i.tif.jpg





OPS/assets/_98c0869fade9303422051335aeeb0b3cd72c70a9_t822_1_018i.tif.jpg
- ==
e
S T T —
o e B
= -






OPS/assets/_a073d98307d44a3ffd20f5e8ea5392c1e69c677e_t822_1_014i.tif.jpg





OPS/assets/_71758b1b93e753c2b6662688ffbb0e62165eae45_t822_1_ue001i.tif.jpg
wansmission delay =






OPS/assets/_6e1fa2dd08bf31e5a454e2ba3c0314d32e1fcd2a_t822_1_021i.tif.jpg





OPS/assets/_9337cfe1b9d2f84130dc04bafad95d777a2a0d14_delta.gif





OPS/assets/_76fdb657e4477481aafd36378c9fc78c0534d250_t822_1_011i.tif.jpg





OPS/assets/watermark.png





OPS/assets/_6981ab16f4bd92db7e5c20664ad812c603a7c626_t822_1_002i.tif.jpg





OPS/assets/_08dfa48196d39e5a3a656e7e112ea1e729cd6d11_t822_1_ue005i.tif.jpg





OPS/assets/_63cb49f5d7566e5128e0ba828e7788382fa0c828_t822_1_ue010i.tif.jpg
TR RG PUUUUIN. SPLLOERLE DL UNIDL AhStentd T
11111111 11000000 00000000 00000000 (255.192.0.0)

11011100 00000000 00000000 00000000 (220.0.0.0)






OPS/assets/_13ce16faeffc4a4cb0e0c1f5831e6d284c168568_t822_1_010i.tif.jpg





OPS/assets/_14e6c37e807f7f4b4665072a9b287eea34edec82_t822_1_015i.tif.jpg





OPS/assets/_173683c8feb8b61e0b499ea578b50b1af98d723c_t822_1_ue004i.tif.jpg
200xs
300x% 103

=3.2x107 s





OPS/assets/_1fde424269880ef92257cac71e997b94854e03be_t822_1_023i.tif.jpg





OPS/assets/_29eec916cd00ed993cecf5212a020f032a7f39a5_t822_1_030i.tif.jpg





OPS/assets/_2ba0457a65ec1fdcb47573b1d08a80c363bff205_t822_1_005i.tif.jpg
(N+1)-layer

(N+1)-entity

]

(N)-layer






OPS/assets/_6108674dc3c5c465e63ef622c102998999bf2d9a_t822_1_029i.tif.jpg
-emi





OPS/assets/_4efcd80daa92f6203cf494f8c3e146b67e1d1ed4_t822_1_022i.tif.jpg





OPS/assets/_4ea4d2046fe3d238dc94282ebad2380e406a2d82_t822_1_ue012i.tif.jpg
11111111 00000000 00000000 00000000 (255.00.0)

10101111 00000000 00000000 00000000 (175.0.0.0)





OPS/assets/_579923d596076882f1af19a328edddbae8018e40_t822_1_ue002i.tif.jpg
propagation delay

e
Niletty of asepasation





OPS/assets/_506be1dce35bfd04599ce6622b22c6cf68d4a6fd_t822_1_024i.tif.jpg





OPS/assets/_3f3c89e81f87b57e1b1e39e11304dac9bd5be03a_t822_1_020i.tif.jpg





OPS/assets/_39883bba0b03bc64660c4d15a4ec4e5d6d606f5b_alpha.gif





OPS/assets/_4dcc16a657899a23e692982a2dee4a9da12a4ff2_t822_1_025i.tif.jpg





OPS/assets/_423f9c480df64de57d4716ac19eeb303d4cbd623_t822_1_017i.tif.jpg
<soquence mamber = 4>
<coutrol = FIN>

<ackmowledgement mumber = o + 1>
<comtrol = ACK>

<sequence mambr = 1>
<control = FIN>

<ackmowkedgement nomber = v + 1>
<comtrol = ACK>

I thie xample the close
does not inchude

any
ser data. 1t 1o domamed
that ol carler data hos

been acknowiedaed

The fesl acknowiedgement.
et tha. the FIN segment.





OPS/assets/_2e846c33edf7788ef1cf480dca5e1dadf41624b0_t822_1_026i.tif.jpg





