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TRANSCRIPT

Lee Curley (00:03.279)

Hello everybody, welcome to our jury hub podcast. Today we have an absolute legend in the field and one of my absolute academic heroes. So thank you very much for coming. I want to introduce you all to Itiel Draw, Dr Itiel Dror. So how are you today, Itiel?

Dr Itiel Dror (00:19.424)

Still alive!

Lee Curley (00:21.755)

Good to hear, good to hear. So just to start off, just to get right straight into it, firstly can you tell some people about what your research interests are? So a lot of people will think that forensic evidence is very, very scientific, very objective, no subjectivity at all. So yeah, can you help us dismiss some of those myths?

Dr Itiel Dror (00:45.684)

So, very briefly, my background and expertise is in cognitive neuroscience. So, I'm not a forensic scientist. I'm not a medical doctor. I'm not a pilot of aircraft. I'm not a banker, but I look in a whole range of expert domains trying to understand if, when and why experts make mistakes. And of course, I'm not interested in experts who may need expert training, or maybe not paying attention, or negligent, or something like that. I'm looking at hardworking, dedicated, competent experts in a whole range of domain, if, why they make mistakes and what can be done about it. Why smart people do stupid things.

Lee Curley (01:33.491)

Yeah, no, very good, very interesting. So how did you get interested in this field? I've always meant to ask you that, like how did you go from such a cognitive neuroscience background to being so applied, like using those kind of models and theories to more applied areas?

Dr Itiel Dror (01:49.33)

My research mainly is very basic theoretical research. Applied part is kind of accidental almost. So it goes back quite a few years when I was doing my PhD and I was studying the brain and cognitive processing. And then I had an idea when I was looking at certain visual mental image, I was studying visual mental image in the person who kind of established the field, Steven Coslin. And I said to him, you know, pilots, especially military fighter pilots, must be enhanced in using certain visual capabilities. And that will be interesting to see what happens with expertise. And he had very good connection with the Air Force. And he mentioned it to one of the researchers at the Air Force, oh, that's really brilliant. Let's study. And they sent me, and I spent quite a few summers on Air Force bases.

studying and doing experiments with experienced Air Force pilots and found all these extraordinary abilities and capabilities of Air Force pilots who are highly trained, highly capable people. But also, I noticed that they make mistakes, and they make mistakes not random, but systematic mistakes, even though they are very talented and very capable people. 

And then I started to understand the cognitive trade-offs. It's not that somebody is better or worse at any given ability. It's how the brain computes a computation of processing information. And different schemas of information processing have advantages and disadvantages. Even, you know, people who have dyslexia, they can do things that people who don't have dyslexia can't do, they're the whole book, The Dyslexic Advantage. So it's always a cognitive trade-off in the way the brain processes information.

So this was the first expert domain that I was doing with military fighter pilots. Then I got into other domain, the way I went into fingerprint, in the fingerprint examiner read an article I had about Air Force pilots, and he emailed me, he said, that's what we do, that's what we fingerprint examiners do with the pilots. They have to decide, they need to identify the aircraft and to decide to shoot or not to shoot.

Dr Itiel Dror (04:11.03)

Fingerprint examiners have to decide if it's a match or not match and then I had a meeting We see him and the meeting and I'm being very brief. I finished in a minute There's so much to tell you so I had the meeting with you I had a meeting with David Charter and a fingerprint expert, you know for decades and I said, you know Air Force pilots Sometimes they don't see the entire aircraft and he said we too when it's a latent print it's partial print - And I said, you know, military fighter planes, sometimes they're upside down and they don't know the orientation. And he said, oh, we do, and we were having this great conversation until I said to him, if the pilot is expecting an enemy aircraft to come from a certain part of space, from a certain quadrant, and a friendly plane comes, because they expect it to be an enemy plane, they may misidentify, they're more likely to misidentify because they expect what they're going to see. 

And then he said to me, no, we fingerprint examiners are not affected by expectation and context. I said, what? He said, no, we're objective, we're infallible, it's only based on the print. And you're laughing now, but that's not only what he said, this is what fingerprint examiners used to, some still do, same quote, we're objective, we're impartial, we're not biased. And I said, say what? And he said it again, and I said, no, that's impossible. He said, yes, we are.

Lee Curley (05:24.143)

Yeah.

Dr Itiel Dror (05:36.226)

So I said, let's do an experiment. Let's take fingerprint examiner. Why don't you, you're a fingerprint examiner. You go back and you find cases where a fingerprint examiner went to court and said it's a match, 100% a match. And let's give the same fingerprint examiner the same print. So there's no individual difference. It's the same examiner. But now expect them that the fingerprint doesn't match. And he said, you're wasting your time. They'll all say it's a match because it's based on the fingerprint.

So I said, entertain me. You think it's a waste of time. Let the data speak. And we collected the data. And of course, no big surprise for me as somebody who studied the brain and how people perceive and make judgments. Some of them, many of them now reached a different conclusion. And for him, it was a shock. He wanted to resign. He said, you know, I always thought fingerprints is infallible and we were objective. I said, you're human, you have a brain. It's this part.

And you can see some of it when I did training, I do a lot of training to forensic examiners. In one of the trainings I did to the first fingerprint examiner, you know, they were really upset. Some of them still are, I guess. And in the middle of my training, he got up on a fingerprint examiner and he was really annoyed at what I was saying. And he said, the fingerprint doesn't lie.

Lee Curley (06:47.011)

Yeah.

Dr Itiel Dror (06:58.574)

I got you in my head. Yeah, I said the fingerprint doesn't lie, but the fingerprint doesn't speak. It's not like CSI on a Hollywood TV where you put when it's a latent print and it says match or not match. It's a human examiner. I said the fingerprint doesn't lie, but the fingerprint doesn't speak. It's a human examiner that has to perceive the friction range of a user and has to make subjective judgment. Are they similar enough to determine that they come from the same source?

Et cetera, et cetera. So that's very, very briefly how I got into forensic science. Of course, after we showed bias and subjectivity in fingerprinting, then the firearms examiner said, it's not us, it's a fingerprint. So we did it with firearms. And then the DNA said, no, we use statistics. We're immune to it. So we showed it in DNA and digital forensics and domain after domain after domain, because everyone... doesn't want to acknowledge human vulnerability, the human weaknesses, which of course we all have a need to acknowledge to be transparent and to improve the system. So that's in a nutshell how we got to where I am today.

Lee Curley (08:08.227)

No, very, very interesting. And yeah, two of the papers you kind of touched on there, the contextual information readers renders experts vulnerable to making erroneous identifications. It's kind of famous in the field and stuff that, yeah, it was the first paper I ever read of you just before I met you when you'd done the talk in New York. And it very much changed my own perspective on bias and how bias can influence experts and how expertise is an immune to bias.

So can you touch on some of those factors there? What issues, what is it with cognition that makes experts and non-experts vulnerable to bias? What kind of factors are at play there?

Dr Itiel Dror (08:50.53)

So in a nutshell, if you want me to explain the cognitive brain mechanism, so of course it's a long story to explaining the brain and how the brain works. But basically what we have, we have two processes, two mechanisms, bottom up and top down. Bottom up is the information coming into the brain, what we see, what we hear, what we touch. However, we have a lot of top-down processing. What's in the brain already?

Our expectation, our knowledge, our training, our personality, everything about us. And what we, not only our judgment and decisions, but even what we see, what we perceive, what we observe is an interaction of what comes into the brain and what's in the brain already, what we expect, what we know, what our experiences are. And the top-down processing is good. It's not a bad, it's a core of human intelligence. We don't take information.

It's face value. We were not born yesterday. We are wise. We have experience. However, it causes biases because we make judgment and interpretation, not based only on the information coming in, but based already on what we know and our training and our experience and a whole range of top-down factors. And all these top-down mechanisms evolved because the brain has limited capacity. The brain cannot compute.

and process all the information coming in. So in a way, shortcuts that usually work and are very effective, but sometimes they don't. So we just need to know when they happen, when they can cause problems and how to minimize it. But basically, it's an architecture of the brain. If you want one sentence, the human mind is not a camera. You know, when we see things, when we, human memory, everything is not like a video camera, the brain records it and plays it later.

The brain is active and dynamic how it processes information.

Lee Curley (10:46.915)

Yeah, no, totally. And yeah, kind of saying that, that is something that I always like to write to my students or teach to my students. These like fast and futile kind of heuristics, cognitive shortcuts are great if it's something like picking your lunch. It doesn't really matter if you make them enjoy time. You use what you always get. You get the exact same lunch all the time. You mostly enjoy it if you don't know the end of the world, but if it's diagnosis for cancer or picking if it's the right fighter pilot or a match for DNA, that is when it does become a bit more problematic.

Can you also expand on that a little bit and talk about expertise? You already have a little bit, but why are expertise, how does that link in with top-down processing and how are they vulnerable to bias?

Dr Itiel Dror (11:31.01)

So there are two issues here. First of all, expertise and experience is very important, of course. However, there are six fallacies about cognitive bias of experts. And you can put, if you want, on the website of your podcast, a link to the paper that gives more details. One of the biases is, fallacies on bias, is that experts believe they're immune to bias.

Lee Curley (11:51.299)

Yeah, of course.

Dr Itiel Dror (12:01.498)

Experts are great. However, when it comes to bias, experts are not immune. In fact, in many ways, they're more susceptible to bias. The more expert you are, the more, first of all, you have schemas, chunking, selective attention. It's a whole bunch of cognitive terms. Your brain is more tuned and more efficient. It takes more shortcuts, which are usually helpful, but also bias you.

So expertise gives you much more experience and expectations. You've seen many cases in the past and it increases those, excuse me, those processes, makes them more automatic and less aware. So you're less conscious of what you're doing and less aware of it and it's more automatic. And that's why experts are vulnerable to them even more. And even we know that from...

Kids' fairy tales, you know, the emperor's new clothes. Only the kids, the child who is not restricted by the expectation, the knowledge and other opinions, and that's where many times, not only in the fairy tale of the emperor's new clothes, the children often ask the best questions because they're very naive and they see things more the way they are than us. We have a lot of experience in the world and that mediates what we see and how we process.

Lee Curley (13:29.175)

No, I think that's a very good example as well, because yeah, childlike wonder, how many times has a child asked you a question and you don't have a clue, you just use it for expectation that you know how the world works and then they ask you and you're like actually, I don't know what's going on. Yeah, no, entirely, that's really, really interesting. Kind of going on to some of the cognitive biases, I think everybody thinks they know what confirmation bias is, people use it very much colloquially, but they don't always use it exactly right in the definition.

You kind of became synonymous with confirmation bias. Do you want to give us a brief definition what that is and how that can also have an influence?

Dr Itiel Dror (14:06.848)

I don't know if a definition is going to help but let me give you an everyday example that I assume most people are familiar with, and then I can explain a bit more what it is. So for example, you have an ideal, and you want to know if you're correct or not. So you do a Google search. Now your Google search is motivated to find support to your ideal.

And you've got to find it. You just have to go down the list a bit more, right? And you can try to put the most stupid idea there's somebody on this world that will support it, I guarantee. So you put it and you go down, instead of in the top five or six, you go down seven or 10 or maybe 50, and you go down. And even I'm guilty of it, you know, the scientists, you know, I write an article and I send it to the journal and I already kind of have my opinion. And then the review says, can you find a citation to this idea? So I look for a citation and I see one article on the topic, two articles, they don't support the idea. I just go down until I find somebody who said what I want to say already, right? So this is the confirmation bias, whether we're doing it in the Google search or even scientists looking for references and citation to support our opinion. So we're looking for support of our opinion, rather for evidence and data to determine our opinion.

So generally speaking, confirmation is biased when you have not only an opinion, even if you have a theory, even if you have an ideal, and sometimes we're not aware of it even. What we do, we observe the world around us, we observe the data and look for things to confirm what we're thinking already, right? So what happens we see, and we observe things that confirm what we want and give a lot of weight to it. And if there's evidence that says we're wrong or questions it many times we don't see, we dismiss it, we explain it away and don't take it on board.

 I'll give you two very brief examples that maybe people can relate to one that we say love is blind. Right, love is blind. Cause when you love someone, you don't see all the bad things. This is why you should ask someone you really trust and care about you what they think and if they say this, your potential partner is not what you see. Don't get angry at them. Don't shoot the messenger. They see them better than you because you would love and attracted, and we all understand that. 

Another example is a detective. So let's say a detective wants to solve a crime, right? They the murder, they the bank robbery, and she really wants to find who committed the crime. Initially, they're looking for evidence to determine who committed the crime. The minute they believe they know who committed the crime, they believe X committed their armed robbery, unintentionally the brain changes completely and now they're looking for evidence to build a case and to show that they committed the crime, not to determine who committed the crime. At this stage of anti-conformation bias, meaning they have a selective, motivated examination of the evidence. And even if there's new evidence showing this person is not the person who committed the crime, often they don't see it, they dismiss it and focus on the evidence to build the case against that person. So this is a whole bunch of examples from Love is Blind to Google search to show what confirmation bias is. It means you're looking at the evidence and the science, not objectively but subjectively examining to prove what you think already. Once the brain decides it's like an oil tanker, we don't like to change our mind. We escalate commitment, belief persevering, decision momentum, cognitive bias, you know, to throw a whole mindset, tunnel vision, like it's a lot of terms, which minimize our ability to let the data, let the evidence drive it. This is why we've developed techniques to minimize it. Like linear sequential unmasking, LSU, you know, people can Google it, did a lot of open access articles. Again, you can put a link on the podcast website where we say always start with the evidence. Do not start with an expectation. Don't talk to the detective first to hear who she thinks committed the crime. Start with the actual evidence and let the evidence drive the decision not an a priori expectation what you're going to find and then think that you can look at the evidence objectively. And again, it gets quite complicated. You know, this is just a podcast to get people interested and give them an idea of what we're talking about. But of course, we talk about kind of complex cognitive brain mechanisms and how expertise can cause biases.

Lee Curley (19:12.499)

No, totally. And yeah, I want to touch actually a bit more on LSE later on as well, because yeah, I think that'd be really good for people who are getting interested in this topic. Because yeah, this is one of the topics that I'm really fascinated in. I'm not really in the field. I mostly do juror decision making stuff, but it kind of tangentially relates to that. So yeah, kind of touching on that. How do you think expert bias then has an influence on jurors and judges and all that kind of jazz? How does it snowball up the courtroom?

Dr Itiel Dror (19:43.832)

Yeah, so bias snowball and bias cascade are very, very common. Now, jurors and judges are not scientists. They don't pretend to be scientists. But scientific evidence is very powerful because we do know, and research has gotten to the criminal justice system, that eyewitnesses, testimony of people who were witnessing of the crime.

Even if they're honest, it's not the most reliable piece of evidence. Somebody can say, you know, I'm sure this is a person who committed the crime, and they may be wrong. And then we bring science, and we have this glorified concept of science and especially a forensic science. We watch too much CSI on TV, and they rely on scientific evidence because the jurors have a very difficult job to do. I don't envy them. So that scientists, the forensic scientists come, and the forensic scientists are not aware of their own biases. We have the bias blind spot. So they don't know, they think, they really believe their objective and they are impartial and unbiased, and they come to the courtroom and unintentionally misrepresent the evidence. They say this is a match or this is an exclusion, and they draw their conclusion and said This is a scientific finding. I'm a forensic examiner. I've been doing it for 20 years and I'm very confident, you know, and so on and so forth. They carry a lot, a lot of weight for the jurors and for the judges, and they overstate the conclusion. There is no transparency. Yes, I believe it's a math. However, I may be wrong. And we have cases where fingerprint DNA, firearm, blood stain pattern of all experts were confident and were wrong, nevertheless. Again, we're not talking about a bias that we use it in every day of intentional bias and discrimination. We're talking about cognitive bias of how the brain processes information. So the bias of the scientific forensic examiner cascades to the jurors and the jurors hear it and take it on board and have a lot of influence of their decision-making without the athletic scientists being more transparent about the weaknesses, the limitation of what they're doing and that they may be wrong. It's not a hundred percent and they often present it in court.

Lee Curley (22:20.719)

100% and I think kind of what you touched on earlier like the overconfidence expert bias is probably also linked in with confirmation bias the more you believe in your own hype the less you're likely to change your view based on the data Which then if a guy walks in or a woman walks in and they look very confident Well, a naive juror who doesn't know anything about the topic. Well, yeah, cool. They're right Let's just go with that and that then probably leads to its own confirmation bias that they then get a leading verdict and that then snowballs

So, yeah, it's really interesting, because bias does seem contagious.

Dr Itiel Dror (22:51.8)

Thank you. Exactly right and in the forensic science domain it's especially a problem compared to other expert domains that they work because the other experts are not as confident. Generally experts are overconfident. It's a metacognitive issue but forensic scientists are really suffering from it greatly. Why? Because if I go to an expert in finance and I ask them what stock I should invest in, you know, I go, I buy those stocks and then I go to the Dow Jones or the FTSE or whatever and I see if it went up or down. They know when they make a mistake and they told you to buy a certain stock, it may have gone down. The medical doctor may give you antibiotics and you may not get better. The plane may crash, the patient may die. So when experts make mistakes and experts are humans, they can make mistakes, they're not infallible, right?

They know about it in almost every expert domain. And that teaches them to be a bit more cautious, a bit more careful in how they state the conclusion because they know they can make a mistake. In the forensic domain, if and when a forensic examiner makes a mistake, we very, very rarely know about it because once a DNA examiner or fingerprint or firearm examiner come to the door and said, this is the person who committed the crime.

They're going to be convicted in many countries where they've plea bargaining. For example, in the United States, 95%, something higher is plea bargained, especially if you have forensic evidence. They go to jail, and we don't know if they made a mistake or not. What we do know is for example, the Innocence Project in the United States exonerated hundreds of people who were wrongfully convicted. And you would hope that in none of those cases, there was for the evidence, but indeed many of them actually had for the evidence and not only they had for the evidence, the for the evidence contributed to the wrongful conviction of innocent people. So we don't know often if and when a mistake is made in the for the domain which increases their confidence and then it snowballed. So that is a major issue.

Lee Curley (25:17.087)

I think the, I'm really glad that we had you on here today because I think the research that yourself, others, William Thomson, stuff like that have talked about this, it really goes back, it's almost the same as Elizabeth Loftus when she first received the eyewitness test and many had issues. And then everyone went, well great, we don't have to trust that, but we've got forensic science and similar issues are at play there. So I think it's really good that the research and the public are becoming a little bit more aware and a little bit more sceptical of forensic science.

Dr Itiel Dror (25:45.691)

I don't know. First of all, just a comment. I'm not saying that forensic science is not reliable. I'm saying it's not perfect. When I started, I gave, for example, a talk to medical doctors who gave me this keynote speech. They all pick their hand up. I said, who killed the patient because you made a mistake? They all pick their hand up, yes? I go to a forensic conference and say, how many of you made a mistake? Nobody picks their hand up. I say, how many of them? Maybe, I'm not saying you made a mistake, but if you go back to every decision in your career, maybe you made a mistake, and nobody picks their hand up, like it's impossible, like they're infallible. In the message coming out.

Lee Curley (26:21.599)

Yeah.

Dr Itiel Dror (26:36.842)

Look, I'm working very hard to get it out and other people. Are we succeeding? On the one hand, I'd say yes, but on the other hand, even now I train judges, I train lawyers, and many of them are shocked, they never heard, they think that forensic evidence is infallible. And some domains are still resisting. I published just recently the first ever paper looking at forensic pathology decisions, showing that when they decide the manner of death, if someone died, suicide, homicide accident, they're biased. And no one has ever looked at it, dared say that they're biased by irrelevant contextual information. 

And they went berserk, you know, they went wild. They filed eight complaints, including complaints to my university, tried to get me fired, wrote to the journal, tried to have the article retracted, wrote many letters to the editor. One of them had - How dare anyone accuse them from bias? So how do we want the public to accept it? Juries are the public and judges, if the forensic examiner, at least some of them are still in denial and said we're not biased and stuff like that. The forensic community needs to take it on board. And many of them have taken it on board, including the Forensic Science Regulator. 

You look in the UK, the Forensic Science Regulator, about 10 years ago, he denied bias and I and the forensic regulator appeared on Newsnight on the BBC. I'm saying the people they may make mistakes. This objectivity. They said no nonsense. We have no biases. But then a new forensic regulator came in and she was a scientific background totally understood it. And now there's even guidelines of forensic science regulated in the UK even have guidelines about cognitive bias in forensic decision-making. So that's moved forward in the UK and also the US, you have the NAS and PCAST and inquiries and so on and so forth and very famous errors, you know, of the FBI in fingerprint, the Mayfield case, where they made a mistake, the FBI in fingerprinting investigated it and confirmation bias was identified as a contributor to the error.

So I think we've moved a long way ahead, but I don't know if you ask the public and we ask, we do research, most of the public, but even lawyers and judges, many of them are still naive and still they are forever examined. If you look at the chat board and blogs, we'll still make fun of bias and ridicule that, and it doesn't exist, and this is all a hoax. So we've gone a long way, but there's still some way to go.

Lee Curley (29:25.795)

No, totally. And actually, you've pre-loaded a question because I was going to ask you about the reaction that has kind of happened in the forensic science community. So it is good as move, but like you say, there is still avenues to go. And I appreciate that whenever I say jurors are biased to lawyers and judges, they're like, nope, jurors mostly get it right. And I'm like, how do you know that they mostly get it right? There's no real answer at the end of the day. We don't really know what their decision was. So I think in...

Dr Itiel Dror (29:44.002)

Thank you. By the way, with jurors, which you're an expert on much more than I, you also have the element not only of the individual bias that the jurors bring in, but you have a lot of social psychology, group dynamics, and a whole range of additional issues that make juror decision making, I think in a very British way, very interesting juror decision making.

Lee Curley (30:19.459)

Yeah, no 100% it's also really hard to study because of that there's so many factors like it's really you really have to layer it but kind of talking about the social element there is I guess an aspect of social bias that we've not touched on yet about how if a forensic scientist is communicating with the police and the detective and how that can kind of transfer so I don't know if you want to touch on that a little bit as well.

Dr Itiel Dror (30:42.23)

Yes, and a new paper going to come out on that, that if a forensic scientist by themselves make an error, whether it's a random error or incompetence or cognitive bias, whatever it is, that's bad enough. The problem is how it cascades the snowball, because even theoretically, the criminal justice system, which has some inherent problems, is supposed to work.

Lee Curley (30:46.857)

Excellent.

Dr Itiel Dror (31:11.754)

When you have separate entities, right? You have the police investigating, you have the prosecution, the DA, you have the forensic scientists. So all three entities work independently. The police investigate, they get information from the scientists to work independently and do the science. And then the public prosecution, the DA office, whatever you call it in different country, gets a result of the police investigation.

And of the scientific findings, and they decided to prosecute or not. The problem that those three entities that should be working relatively independently work together as a team. They work together as a team, and they unintentionally influence and bias one another. So the forensic examiner is not left alone to do their job, their influence. They work closely with the prosecution and the police. The police work too closely with the prosecution.

They need to communicate and work, but not as a team, because they're supposed to be independent to do their job. And then you find the bias snowball and bias cascade effect that we kind of mentioned, where if a forensic examiner, for example, makes an error, rather than being kind of limited, it slow balls and contaminates the entire process rather than being isolated and compartmentalized.

So the bad apple or the mistake doesn't propagate and contaminates the entire case.

Lee Curley (32:42.323)

Oh yeah, that's really interesting. So kind of leading on from that, you touched on it earlier with LSE, can you talk about some of the methods that we can kind of rat bias or at least try and attenuate bias within the criminal justice system?

Dr Itiel Dror (33:00.718)

Yes, we've developed it with still forensic science, but it's also applicable to the judge and the jurors. Linear sequential unmasking is quite simple. It said, let the data drive the conclusion and don't do what, you know, there's a lot of literature on circular reasoning or backward reasoning, because the brain is very flexible and dynamic. What is backward reasoning? It's... going backwards. It's the way I do archery. I took a bow and arrow, I shoot it, the arrow fly, it hits a tree, and then I draw the target, always bullseye, right? That's cheating, right? So this is the way the brain works. You have the conclusion, going back to what we talked earlier about confirmation bias, you have the conclusion that you already expect, and then you look for the evidence to support it, and driven by the suspect, driven by a target.

Lee Curley (33:37.356)

Hahaha!

Dr Itiel Dror (33:56.67)

And that happened even with DNA, fingerprints, firearms, and many domains. How did that happen? For example, in fingerprint, you have a latent fingerprint left at the crime scene, and you have a suspect. And when you look at the latent print, and I try to characterize the evidence, if you know the fingerprint of the suspect, you may interpret and see and observe the evidence to fit the target, the suspect. The same with DNA.

So when you develop the DNA profile from the biological material, the currency, the mixture DNA, and you have to make a lot of decision like stutter or drop a little, you need to do that decision not knowing what the DNA profile of the suspect is because if they have an allele or don't have an allele, that may cause you unconsciously again, this is cognitive bite to misinterpret how you develop the DNA profile. It may decide the drop allele in order to fit the profile of the suspect. You want the evidence to drive the decision-making. So this is linear sequential unmasking. LSU - people can Google it and again, they can read the article if you are going to put the link on your website. Now, how did that impact jurors, for example? So I'll give you two examples. Often jurors will hear audio evidence. So they're recording low quality - whether it's some phone conversation that was made in a pub, so it's very noisy, hard to understand, or whether it's some kind of other kind of audio evidence. And the police have a transcript, what was said in the audio. And what they often do, the  jurors hear the audio along with the transcript. The transcript is the interpretation of the police what was said.

And what was said, sometimes there's no quality, you can hear different things. So in my view, applying it to the jurors, they should always hear the audio first without any transcript. That is the evidence. And see what they think, what they hear. And then, I'm not depriving them, but I want them to start with evidence, and then the prosecution can present a transcript that they believe what was said in the audio, that the defence can present a different transcript.

Lee Curley (36:08.818)

Yeah.

Dr Itiel Dror (36:23.734)

But you want them first of all to hear the evidence without an idea what they're going to hear. I'll give you another example. A new line of evidence that's getting more and more common these days are identification of people who didn't witness the crime. So now because we have so many CCTV cameras everywhere, we have video recordings of the crime and the police, you know, did a murder case and a CCTV camera - the crime and they believe they know who the person in the video is for whatever reason. Let's say they believe it is this guy David, but they need to identify David. So they go to people who know how David looks like, maybe the teacher in the school, maybe their neighbour or whatever. And what they need to do is say, look at the video, do you identify anyone?

So they give the video, and the person sees the video, and says, hey, that's David. That's good, that's unbiased. That's linear, sequential unmasking because they let the video drive the evidence. But if they come, which they do often, they come to the neighbour or the teacher and say, we believe David committed the crime. Do you see David in this video? So you've already cognitively primed, we call it priming in cognitive psychology. You already primed it, you already called it the - expectation and then you show them the video. 

So now they identify David or not, not based only on the video, but based on the expectation and they say, oh yes, David is there. And that is going backwards. And linear sequential unmasking is not only about forensic evidence, it can be applied to jurors and eyewitnesses in a whole range of domains, even medical domains. Because in medical domains, when you go to the hospital,

Before you see the real doctor, before you see the consultant, you see the triage door and the medical student and the junior house doctor. All of them talk to you, take your history. And then the consultant, before they see the patient, they get the briefing. In many countries, they call it SBAR, situation, background, assessment and recommendation. And they come with a mindset when they come to the patient. The patient is the evidence. They need to talk to the patient first.

Lee Curley (38:44.78)

Yeah.

Dr Itiel Dror (38:47.286)

Before they come with a mindset, what is going on? Because then they have a mindset that self-fulfilling prophecies and confirmation by it. So this can be applied to a wide range of domain. When you want to know something, then have the evidence first. Even with food, if you're eating in a restaurant or at home and you really want to taste the food, don't know and don't get a lot of information about what you're going to eat. Because that's... give them expectation, taste the food first without knowing if it's X or Y and how it was cooked and whatever. The same thing when you taste wine, if you want.

Lee Curley (39:23.859)

Yeah, I was going to say, yeah, the experiment with wine when it was the temperature, and the red wine was cold, and the white wine was warm, and they didn't know.

Dr Itiel Dror (39:35.746)

That's it. So generally, if you want to really taste wine, don't look at the bottle and how much it costs, just taste it so you don't come with preconceived notion and expectation. And it's endless research from wine tasting to my research in forensic experts and medical domain. So linear sequential unmasking is a way to minimize bias by ordering the evidence and starting with the actual evidence, whatever it is. To minimize expectations, and then you can get more information, but start with the actual evidence.

Lee Curley (40:09.995)

Yeah, 100% - can you touch on that because you kind of talked about the medical diagnosis as well like a How do you think technology Involves and I know you've got a paper on it, but how does that relate to bias are we? Implanting our biases into algorithms and causing Negative effects or is it purely bottom-up and it's saving us the bias. What would your perspective be?

Dr Itiel Dror (40:36.241)

So first of all, another, we talked about one of the fallacies of the six fallacies about cognitive bias, the fallacy of expert immunity. The other one is technological immunity. People said, oh, I've used technology. I've used AI. Then it's objective. 

And then is an element of truth in it. I was reading a drug analysis for a laboratory, and they said give us a bit of saliva, we'll put it in the machine to test about whether you have drugs, you know, in you. And I said no, I don't want to do it because I was sniffing cocaine this morning and last night, I was injecting heroin. It didn't matter all this context that they gave, they took my saliva, they put it in the machine and said there's no drugs in the system.

So in that sense, yes, there is an element of objectivity, but technology doesn't necessarily mean there is no biases. And there's a few, and this is where the fallacy comes in. Number one is what you said in terms that the biases are in the technology. The technology, AI or whatever, is not created from nothing.

It's either programmed by humans, so the human biases are in the technology, and even if it's kind of a self-learning technology, like a neural network, it depends on the training set, what example you give it that can bias the system. And the danger is twofold at this stage. One is that there is bias in the technology, and people believe that technology is not biased. And B, that it's hidden.

So it's not even transparent, it's hidden in the technology through the computation that I carry out. But there's more problems beyond that. And in the paper that I published about eight sources of bias, I published it in analytical chemistry. You know, analytical chemistry is relatively very objective. And I was able to persuade the reviewers relatively easy that the interpretation of the data can be biased.

Dr Itiel Dror (42:49.366)

But the claim is not only the interpretation of the data, but what the data are is biased. So what input, so it's two things, what input you put into the technology. So you have to put the input and how you put the input can be biased because first of all, you have to determine what's noise and what signal and you can dismiss something that you don't like as noise. 

That's what happened in the error of the FBI in the Mayfield case or the discrepancy. So they just said, oh, this is not part of the evidence. This is noise. It's the dirt. It's not part of the fingerprint. So what you put into the technology, and you have to determine what signal and noise. So that can be by sampling, how you sample, what amount of information, how many samples you put in is also can be driven by that. 

And then also the output and the interpretation and the entire testing strategy. So when you find what you want, you stop testing. But if you don't find what you want, you continue to do the testing. So your entire testing strategy depends on what you expect to find. So when you find what you want, you stop. And even if it's a low testing, a presumptive test, you stop. But if you don't get what you want, then you continue to test, you do other testing, you do other things. 

So that... is also causing the technology to be biased. It's not only what you said, the technology itself has hidden biases, but what the data are, how you interpret the results, testing strategy, sampling, noise, and so on. The human is not only in the technology implicitly and indirectly, but before and after the technology is used. 

So you have human biases don't disappear, and to add more, some new biases are created by the technology. For example, in forensic fingerprinting, the automated fingerprint identification system introduces biases because the way that technology provides output to the human examiner biases the human examiners with a lot of metadata and a lot of things that if we can get into but you know we're getting to a lot of details people are interested you know, they can read the article on bias in fingerprint technology, but the technology not only includes biases that existed before, it can make them worse and it can introduce new biases. 

Now I want to make it clear, I'm not against technology. I think technology is great, I think it’s wonderful. However, like human examiners, we need to be sober and not to be intoxicated with this technology and holy cows and fallacies about human examiners being infallible in technology, not having any bias, we need to study, understand it better, A, to be transparent, and B, to improve it, to minimize those biases, which we can only do if we acknowledge the existence of biases and that we're not infallible.

Lee Curley (45:59.723)

No, yeah, totally, totally great. And it's kind of interesting when you're saying that the part about stopping testing. When I was doing my PhD, I was in a science school with biologists and chemists, and some of their practices were if they found no results, they just kept testing until they found, you know. So I think that, yeah, even in science and academia, we're not always immune to those biases necessarily either. I guess I just have two more questions for you to tell if that's all right. Just keep something more of your time. And one of it is - what is your future research endeavours if you want to discuss them and more generally where do you think the field needs to go from here?

Dr Itiel Dror (46:39.502)

So I'm continuing to do a variety of studies in forensic experts, but not only in forensic experts. And I think the problem is that experts, and if experts, you can see these novices also, don't make decision based on data. And you can see two elements on that, which I'm a bit afraid to speak about, but I will nevertheless, if we don't speak, if we don't say what needs to be said. 

One, which is a bit probably less problematic is branding and marketing. So, and I do work in branding and marketing. So, to forensic scientists, to pilots, to bankers, to medical doctors, they want to reduce the biases. But when it comes to marketing, what is marketing and branding is all about? It’s to call people to buy a product, not because it's better, not because it's cheaper, not because it's environmentally friendly or whatever, but for other reasons. Depending on the side of the package, the colour of the package, the shape of the package, and a lot of irrational, stupid things where people would stand in line all night to buy a product when the product is no good and expensive and they can buy something better and cheaper.

And they don't buy something better and cheaper. Not only they spend money to buy something that's bad, but they stand all night in the queue and fight, you know, who can bite first and panic. This is what branding and marketing is about, where the company spend millions and billions marketing and branding, not to make the product better, more friendly or cheaper on marketing and branding. 

So we spend our money and make stupid decisions on what to buy and who to get married to. We talked about love is blind and stuff like that and end up half the time divorce and the other half of the marriages may not divorce but not necessarily the best relationship. So this is number one. Number two, which is more problematic is if you look at huge disagreements that we have in the world and conflict, well, the data is clear.

If people could only sit and talk about the data, we wouldn't be having crisis around the world where people are just killing one another, but people are so emotional, you can't talk to them on both sides, people are so emotional where the emotion brings the biases and it's not love, it's opposite, it's hate, right? So they can't convince one another, we can't talk.

Lee Curley (49:16.995)

No, totally.

Dr Itiel Dror (49:30.994)

And this is in cases, I'm not talking cases where the data is not clear. This is where the evidence is clear. We know what is going to happen. And again, I don't want to talk about the Middle East or the Ukraine, but it's obvious what, how things are going to end, what's going to happen, what is the correct, what is the just solution to all this conflict that could have been avoided to begin with if people could only look at the data and the evidence without all the burning passion and emotion. And so it's a bit depressing for me. I don't want to depress you know, your viewer or buy the wrong product, marry the wrong person and go and kill one another or die themselves on conflict that can and should be avoided if we see things for what they are. 

And that goes back to where we started with forensic experts. Even forensic experts don't see the fingerprint or the DNA for what it is when you bring expectations and emotions to the case rather than looking at the fact. So I'm trying to do research to understand it better and to minimize it. And I'm feeling in a way that I'm moving forward, swimming forward, but the river is going against me. So even though I'm relatively moving forward in the water, the stream and the water is going very, very quickly and the, you know, it's a big challenge, but I'm happy to see the new generation like you and other people doing the research and pushing this agenda forward. How do we bridge the gap? How do we talk to one another? But you know, it's very difficult. 

Can you imagine, especially, you know, a hot topic like abortion, when you take somebody with pro life and someone with pro choice. And it doesn't matter what you and I and the viewer thinks, we can be pro life or pro choice, doesn't matter. But if you imagine someone who's really strongly pro choice and someone who's really strongly pro life, and then talking to one another, and then one of them say, oh yes, you convinced me. I've changed my opinion. No way that is going to happen. 

They're so entrenched in their opinion. They're so caught in confirmation bias in making the arguments and finding how I can make my case stronger and dismiss any evidence or any data that is against me, that they're not going to convince one another and then we get to conflict and protest and war and killing one another and spending money rather than trying to look at the data, what the data says, and trying to move forward as much as possible.

Lee Curley (52:18.583)

Yeah, no, 100%. Actually, I was thinking that kind of similar earlier when you were talking about technology, like, you know, people have always had these biases, but people weren't as well connected. So like, you know, before Twitter, maybe you were for a small town, everybody ended up having the same beliefs, nobody's really argued about it. Polarization exists now because biases are being challenged and nobody's changing their mind, they're just being ingrained belief, but you meet somebody from the other side of the world who has a totally different belief than you, and it just clashes. Because like you say, you're never going to convince each other, the bias remains.

Dr Itiel Dror (52:55.426)

I agree that we have different elements, but in the olden days, where people were not so connected in the small village, I'm not sure if there was no biases and exploitation and greed of some people in the small village who work really hard and get very little return and other people in the village who make money based on slaves or people who don't get what they deserve. So human greed and exploitation I think existed. I think now, not now, but even in the olden days with, you know, empires, right, and colonizing and taking advantage of local people and the resources to exploit it to more powerful countries. 

Now, it's just the sky's a bit better and people are biased and people believe all around the world they're going to fight for peace and justice, where actually they're being biased and being controlled and have this kind of what my son would call false consciousness based on research on that, that they're doing it for good, where actually they're not. They don't see the actual data and believe they're doing something for humanity or for God or whatever, and actually they've been taking advantage of our own actions and what I would suggest to any one of the viewers now, including myself, to try to disconnect ourselves and think what we're doing and why we're doing in the very core, core belief that we're willing to die for, we're willing to call for, to pull back and say, am I right? Is this right? Or have I been brainwashed to believe that?

And I'm biased in how I see, how I feel, and to go and question how much it's really supported by data, by logic, and is true, and how much it's false beliefs that we are governing, whether what we do, what we buy, and so on and so forth.

Lee Curley (54:56.119)

No, yeah, no, 100% and I think that's a great way to kind of end the podcast. I just have one more question if that's alright and it's kind of a softer question so don't worry. The question is, if you're a time machine, if you were Doctor Who, you could go back in time and tell an early-covid virginity until Roar, one piece of advice, what would it be?

Dr Itiel Dror (55:17.474)

Hmm. So you want me supposedly with the wisdom I've acquired all the time to go back and look at the stupid naive ETL, the idiot ETL years ago and do different things. There's a long list of that definitely. So what have I learned and if I went back in time I would do differently.

Lee Curley (55:25.324)

Yeah, yeah, yeah.

Dr Itiel Dror (55:47.614)

Many things I would do differently in my personal life and in my professional life. And even my research, I change my opinion over the years in my article, because hopefully I learned something. I don't like researchers for 20 years say the same thing as we do more, we learn more and understand. But I'm trying to think of one specific thing that comes to mind and that I would like to share with the audience.

And I don't remember what would they do different.

Well, you know what, I'll have to think about that a bit longer, not because there isn't anything, but there's so many things now buzzing in my head. So I'll think about it and maybe I'll write an article, you know, if I only use then what I know now or how I would do it differently. But again, it's not in order to feel bad about myself, but in order to learn what you can still do that you've learned that you've made mistakes in the past.

Lee Curley (56:31.715)

Yeah, of course. 

Dr Itiel Dror (56:53.79)

What you can do now to do better for yourself and the people around you and the community and the world at large to try to deal with the current human situation, which I think had a lot of place to improve.

Lee Curley (57:08.831)

Yeah, no, 100% and thank you very much Dr Itiel Dror and yeah, speak to you soon. Bye everybody.

Dr Itiel Dror (57:14.158)

Thank you. Thank you very much for having me.

Lee Curley (57:18.947)

Thank you. That was great.
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